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Abstract—This paper proposes a video-based framework for face 

recognition to identify which faces appear in a video sequence. Our 
basic idea is like a tracking task - to track a selection of person 
candidates over time according to the observing visual features of face 
images in video frames. Hence, we employ the state-space model to 
formulate video-based face recognition by dividing this problem into 
two parts: the likelihood and the transition measures. The likelihood 
measure is to recognize whose face is currently being observed in 
video frames, for which two-dimensional linear discriminant analysis 
is employed. The transition measure estimates the probability of 
changing from an incorrect recognition at the previous stage to the 
correct person at the current stage. Moreover, extra nodes associated 
with head nodes are incorporated into our proposed state-space model. 
The experimental results are also provided to demonstrate the 
robustness and efficiency of our proposed approach. 
 

Keywords—2DLDA, face recognition, state-space model, 
likelihood measure, transition measure.  

I. INTRODUCTION 
IDEO data are currently widely obtained in many kinds of 
application, such as from a camera in a handheld device 

for capturing everyday lives, from a web camera in a laptop for 
sending video messages, and from surveillance cameras in city 
streets for ensuring the security of the general public. When we 
design a video-based application, it is important to understand 
who appears in a video. Thus, face recognition is often a key 
technology in many video-based applications, which aims to 
recognize which persons are observed in a video sequence. 

This paper deals with the problem of face recognition in a 
video sequence, with the assumption that face areas have been 
localized. In principle, video-based face recognition can be 
regarded as a fusion of recognition results in a set of 
consecutive still images. However, video frames actually 
contain more information. For example, a single face may keep 
moving with different poses in a video so that appearance 
features of these head poses may be helpful for the face 
recognition. Incorporating all of the relationships for different 
head poses appearing in a video should have the potential to 
overcome difficulties encountered when attempting to identify 
persons appeared in a video. 

Assume that there are K persons in the system and these 
persons may appear with different head poses. Our basic idea is 
analogous to a tracking task - to track a selection of the K 
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candidates over time according to the observations of visual 
features in video frames. This prompted us to employ the 
state-space model [1], [2], which is well known and widely 
used for visual tracking, to construct a probabilistic graphical 
model for video-based face recognition, by dividing this 
problem into two parts: likelihood and transition measures. The 
former is like a traditional task of face recognition in a still 
image that involves making a decision about whose face is 
currently being observed, while the latter estimates the 
probability of a change from the recognized state at the 
previous stage to each of possible states at the current stage. 
The transition measure makes it possible to change recognition 
results from an incorrect decision to the correction one. 
Moreover, our formulation also considers extra nodes 
associated with head poses in the probabilistic graphical model 
such that the transition measure also involves extra information 
of head poses to improve the video-based face recognition in 
our approach. 

The remainder of this paper is organized as the follows. 
Section II discusses some related works on face recognition. 
Section III briefly introduces the basic concept of the 
state-space model. Then, Section IV proposes our formulation 
for solving the face recognition in video based on a state-space 
model. The likelihood and the transition measures of our 
proposed state-space model are presented in Section V and VI, 
respectively. Section VII presents several experimental results 
to demonstrate the performance of our proposed approach. 
Finally, Section VIII draws conclusions and discusses future 
work. 

II. RELATED WORK 
The problem of face recognition in a still image has 

traditionally been approached using subspace learning, such as 
Eigenface [3], PCA and LDA [4], two-dimensional LDA 
(2DLDA) [5]. Learning a manifold subspace to efficiently 
represent face images has also presented a great performance 
for face recognition. Li et al. employed the classical locally 
linear embedding to extract the most discriminant features of 
face images for face recognition [6]. He et al. proposed a 
Laplacianfaces approach [7] that is based on Locality 
Preserving Projection [8]. The Laplacianfaces approach can 
map face images into a subspace that can optimally preserves 
the local manifold structure. It is also a well-known way to 
design a proper learning classifier for face recognition such as 
the Hidden Markov Model (HMM) [9] and the Support Vector 
Machine (SVM) [10]. Lee et al. designed facial-trait codes to 
represent and encode face images, which can provide 
distinctive facial traits for recognition even if partial occlusion 
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occurs [11]. Rama et al. designed an aligned face texture map 
using nine different views and proposed a Partial Principal 
Component Analysis (P2CA) method to learn face models 
based on these aligned face maps [12]. Mohammed et al. 
employed two approaches of bidirectional two dimensional 
principal component analysis (B2DPCA) and extreme learning 
machine (ELM) to deal with the human face recognition [13]. 

Video-based face recognition can in principle be regarded as 
a fusion of recognition results from a set of sequential images. 
A face recognition method using temporal voting to incorporate 
results of still images has been proposed for image sequences 
[14]. Visual features extracted from images of a human face in 
a continuous video sequence could form a manifold in 
high-dimensional feature space, and hence the problem of face 
recognition can be converted into a matching problem between 
the corresponding manifolds [15]-[17]. Many personal 
photographs have been shared on the social network sites, so 
Stone et al. argued that social network context may be the key 
for large-scale face recognition to succeed [18]. Therefore, the 
resources and structure of such social networks can be used for 
improving face recognition rates on the images shared. Cinbis 
et al. designed an unsupervised approach of metric learning to 
improve results for identification, recognition, and clustering of 
face tracks automatically extracted from uncontrolled TV video 
[19]. Haar and Veltkamp treated face images from video frames 
as 3D models, and converted the recognition problem into the 
problem of matching and searching 3D models for face images 
[20]. 

Head pose understanding may also be useful for improving 
face recognition in a video-based environment. Zhang and Gao 
classified techniques of face recognition across head poses into 
three categories: general algorithms, 2D techniques, and 3D 
approaches [21]. Our work, which may belong to the category 
of 2D techniques, constructs a probabilistic graphical model 
containing likelihood and transition measures to identify which 
person appears in a video. Kim et al. designed a HMM model 
for building a face model of face/poses in consecutive video 
frames [22]. Arandjelovic and Cipolla modeled the motion of 
the face manifold by combining person-specific face motion 
appearance manifolds with generic pose-specific illumination 
manifolds [23]. Their approach can achieve a robust 
recognition to changes in illumination, pose and the motion 
pattern of the user. 

III. STATE-SPACE MODEL 
A state-space model is based on Bayesian network to analyze 

dynamic systems, which estimate the states of systems 
changing over time from a sequence of noisy measurements 
[1], [2]. Here, we only provide a brief summary of how the 
posterior probability of a state-space model is inferred. 

A state-space model in general contains two types of nodes at 
time t: (i) xt for the system state and (ii) zt for the observation 
measurement, whose probabilistic graphical structure is shown 
as Fig. 1. To simply express the equations, we use the notations 
Xt={x1, ..., xt} and Zt={z1, ..., zt} for all states and observations, 
respectively, over time t. 

 

 
Fig. 1 The basic graphical structure of a state-space model 

 
There are two basic assumptions in the model, which can be 

available by use of the d-separation property [2] of Bayesian 
Network. The first is the first-order Markov property, i.e., 
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and the second is that the observations are mutually 
independent: 
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According to the above two assumptions and Bayes’ rule, the 

posterior probability of a state xt given the past observations Zt 
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Hence, the posterior probability p(xt|Zt) in a state-space 

model can be recursively computed by: (i) a likelihood model, 
p(zt|xt), which relates the observation and noise to the state, and 
(ii) a transition model, p(xt|xt-1), which describes the possibility 
of the state change over time. Besides, it is also necessary to 
define the prior probability of state p(x1) at the beginning of the 
recursion. 

IV. FORMULATION 
People may appear different poses in different frames of a 

video, which generally makes the recognition problem more 
difficult. We attempted to overcome this problem by including 
additional pose information in a basic state-space system. A 
head can in general appear in different poses such as rotation 
and skew, but the range of head poses is restricted by 
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articulation limitations produced by the connection with the 
neck. Moreover, biomorphic features (e.g., eyes and nose) are 
similar when different people adopt the same head poses. For 
example, we may see only one eye of a person in a view of the 
right side of the face. In our past experiences, different people 
with similar head poses are likely recognized as similar, but one 
people with different head poses are sometimes difficult to be 
successfully identified. Head pose is an important factor 
disturbing the face recognition. Hence, our idea is to 
incorporate head poses with facial appearance features into our 
proposed model stated in the follows. 

 

 
Fig. 2 Our proposed state-space model with additional pose nodes for 

video-based face recognition 
 
Fig. 2 shows our proposed probabilistic graphical model for 

a revised state-space system. Assume that there are Q head 
poses, denoted as H={h1, ..., hQ}, in the video frames. Since all 
possible poses can appear with most of people, we assume that 
people do not favor any special head pose. Hence, all Q pose 
nodes connect to each of system states Xt={x1, ..., xt} in Fig. 2. 
These Q extra nodes associated with head poses are then 
appended as the prior information to the state-space system. 
Note that the number of head poses in face recognition does not 
need to equal that in face detection and tracking, denoted as 
symbols Q and P, respectively.  

Assume that K persons appear in a set of M consecutive 
video frames denoted as {I1, ..., IM}. We link up time t in a 
state-space system with changes in the video frames; that is, 
frame It is observed at time t in the system within the prior pose 
information. Hence, we summarize the formulation using the 
state-space model for video-based face recognition as follows: 

 State vector xt: to indicate which person (1 to K) is 
observed at time t. 

 Observation zt: the video frame It at time t. 
 Prior pose information H={h1, ..., hQ}: prior information 

for Q head poses. 
 Goal: to estimate p(xt|Zt, H) in order to identify which 

person appears at time t according to all (current and past) 
observed video frames and the available pose information. 

 
Lemma. 

Given a set of pose information H={h1, ..., hQ} and a set of 
observations Zt={z1, ..., zt} at time t for the probabilistic 
graphical model shown in Fig. 2, the posterior probability of 

state xt can be computed as 
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Proof. 

According to the two assumptions, the first-order Markov 
property and the mutually independence, of the state-space 
model and using d-separation property [2] of Bayesian network 
for the probabilistic graphical model shown as Fig. 2, we could 
have the following four properties for conditional 
independence: 
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and the proof is done. 

Thus, there are three factors to determine the state xt: (i) 
p(zt|xt) is the likelihood measure for current observations, (ii) 
p(xt|xt-1, H) is the transition measure between two consecutive 
states based on prior pose information, and (iii) p(xt-1|Zt-1, H) is 
the recursive result at the previous iteration. Likelihood 
measure p(zt|xt) can be achieved by traditional face recognition 
in a single image, for which 2DLDA [5] was adopted in this 
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study. We also propose a transition measure covering persons 
and poses to make the system flexible when incorrect 
recognition occurs. The details of our proposed likelihood and 
transition measures are presented in Sections V and VI, 
respectively. Another problem for the proposed model in (6) is 
the initialization of the state vector, p(x0|z0). We apply the 
2DLDA method to recognize the first face image for 
initialization. 

V.  LIKELIHOOD MEASURE 
The likelihood term in (6), p(zt|xt), measures the probability 

of the current observations given a certain state (i.e., a known 
person). It can be estimated from a similarity measure between 
the face image of the current observation and the training 
images of the given person or by applying face recognition to 
still images.  

LDA [4] has been well studied in face recognition 
applications. Given a set of training face images, each 
associated with a known person, LDA can learn the plane that is 
best for discriminating these persons when these data are 
projected into the plane. A test face image can then be projected 
into the same plane to determine which person is most closely 
associated with the mean of the training images. In general, 
pixels of an image are arranged into a column vector for 
learning an LDA plane. Yang et al. proposed the IMLDA 
(uncorrelated image matrix-based LDA) technique [24] to 
preserve the 2D-matrix feature from an image for LDA plane 
learning. Furthermore, they performed IMLDA twice in the 
horizontal and vertical directions to implement 2DLDA [5]. 
The basic concept of 2DLDA is shown in Fig. 3, which can be 
considered as compressing an original image into a compact 
representation in the upper-left corner. Yang et al. also 
suggested a strategy to select the most discriminative features 
from the compressed corner [5]. In our work, we simply reduce 
the dimension of an image into a d×d-dimensional vector. 

 

 
Fig. 3 The basic concept of 2DLDA 

 
Given a training set D of face images including K persons, a 

2DLDA projection could be trained, and a video frame of 
observation can be transformed into a d×d-dimensional vector. 
Suppose that mi is the mean of the projected points for training 
face images associated with person Mi (i=1 to K). Also, let z't be 
the projected point of an observation zt; that is, a video frame It 
at time t. We can compute (z't-mi), which estimates the 
difference between the observed face image and a known 
person in the 2DLDA plane, and normalize it for the 
approximated likelihood term, 
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where C is the covariance matrix of training images associated 
with person Mi in the 2DLDA plane. Thus, the likelihood term 
p(zt|xt) in (6) can be approximated by p(zt|xt=Mi), or simplifying 
p(zt|Mi), for each person Mi. 

VI. TRANSITION MEASURE 
The transition term in (6), p(xt|xt-1, H), measures the 

transitive probability from the previous to the current state in 
the system. This measure makes correction possible when the 
system performs an incorrect recognition. The transition 
measure is a static table that is built in before the system begins 
evolving. According to 
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The transition measure can be divided into two parts as 

follows: 
 p(xt|xt-1), which measures the transition probability of two 

consecutive states; that is, the transition among persons. 
This part is independent of the person's head poses. 

 p(H|xt, xt-1)/p(H|xt-1), which measures the pose-transition 
likelihood of two consecutive states. This part is dependent 
on changes in head poses. 

A. Transition among Persons 
The first part of the transition measure, p(xt|xt-1), only 

depends on the recognition results of states at each iteration. 
Our idea is to compute the similarity measures between any two 
persons according to their training face images in the 2DLDA 
plane. That is, we estimate the transition measure of two 
persons based on how similar the two persons are in the 
2DLDA plane, which is also used for the likelihood measure. A 
higher similarity of two persons in the 2DLDA plane increases 
the likelihood of our observation measure incorrectly 
recognizing them, and hence their transition probability should 
be higher. 

Simply following the notations in Section V, let Di be the 
data set of projected points in the 2DLDA plane for the training 
face images associated with persons Mi. The similarity of these 
two persons Mi and Mj can be defined as 

 
1/21( ,  ) ( ( ) ( ))

| |
i

t
i j j j
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sim M M r m r m
D ∈

= − −∑  (10) 

 
where mj are means of projected points in the 2DLDA plane for 
the training images associated with person Mj. These similarity 
measures are also normalized by a Gaussian distribution. Note 
that sim(Mi, Mj) is not symmetric, so we define 
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for the transition measure between any two persons. The 
transition measure among persons depicts the between-class 
similarity of training face images according to the same scheme 
as that used for the likelihood measure. 

B. Transition among Poses 
The second part of the transition measure, p(H|xt, 

xt-1)/p(H|xt-1), only depends on head poses of persons at two 
consecutive iterations. Unfortunately, it seems difficult to 
deduce a closed form for this term. The numerator of the term, 
i.e., p(H|xt, xt-1), expresses the likelihood of head poses given 
two consecutive states, and the denominator, i.e., p(H|xt-1), 
expresses the likelihood of head poses of the previous state. 
Hence, the entire measure can be approximated as the 
probability of changes in head poses between consecutive 
iterations t and t-1.  

According to the approximation, there are two tasks to 
estimate the term for the transition among poses. We first 
identify the poses of the observed face images in the current and 
previous stages. We also build a 2DLDA classifier for 
recognizing head poses of the observed images. The 2DLDA 
classifier for face-pose recognition is similar to the face 
classifier described in Section V. Next, the probability of the 
pose changing from the current to the previous stage should be 
determined. We collected short videos containing different 
kinds of face movements and then counted the actual times that 
the pose changed between consecutive frames in order to 
compute the probabilities of changing from one pose to another 
pose. The approach used to count the number of pose 
transitions followed that described previously [15] except that 
our counting was based on all of the persons present rather than 
only certain individuals, due to the assumption of the 
independence between head poses and the person being 
observed stated in Section IV. 

VII. EXPERIMENTAL RESULTS 

A. Data Set 
In our experiments, we used a public data set, the 

Honda/UCSD Video Database [15], [25], to evaluate the 
performance of our proposed approach. This data set contains a 
set of 52 videos of 20 different persons. Each person appears in 
at least two videos: one for training and the other for testing. 
Thus, this data set contains a training part (20 videos) and a test 
part (the other 32 videos), with the former for learning tasks and 
the latter for test evaluations in the following experiments. The 
videos were recorded at 15 frames per second, with each frame 
comprising 640×480 pixels. The subjects in the data set rotate 
and turn their heads according to their own preferred order and 
speed, and hence the data set contains a wide range of different 
poses [15]. Some individuals in the testing videos appear in 
special poses that are not present in the training videos. Fig. 4 
illustrates examples of video frames in the data set.  

 

 
Fig. 4 Snapshots of videos in the Honda/UCSD dataset 

B. Evaluation 
This section describes several experiments that we 

performed to quantitatively evaluate our proposed method of 
video-based face recognition. The first task is to learn a 
2DLDA classifier for still-image-based face recognition using 
the training part of the Honda/UCSD data set. The main 
question is what dimension is feasible for the 2DLDA 
classifier. We transformed images into d×d-dimensional 
feature vectors, as described in Section V, using several values 
of d; the average rates of face recognition for still images are 
listed in Table I. It may be due to overfitting with higher 
dimensions so that larger values of d cannot reach good 
performances. From these results, we adopted d=5 for the 
highest rate in the subsequent experiments. 

 
TABLE I 

RECOGNITION RATES USING 2DLDA FOR STILL IMAGES OF VIDEO FRAMES 
WITH DIFFERENT DIMENSIONS 

dim (d×d) 3×3 4×4 5×5 6×6 7×7 8×8 9×9 
reg rate (%) 63.80 74.23 80.17 78.43 76.86 73.91 69.44 

 
The next experiment tested the efficiency of the proposed 

method of video-based face recognition. For each test video of 
persons in the Honda/UCSD data set, we generated 10 
subvideos by randomly capturing 100 consecutive frames 
(about 6 seconds). Thus, a total of 200 test videos with 20 
different persons were employed in the experiments. Table II 
lists the average recognition rates for our proposed approach for 
three transition cases: without transition, with transitions 
between persons only, and with transitions between persons 
and between head poses. In the absence of transitions the face 
recognition in video frames was performed only according to 
the trained 2DLDA classifier. Table II indicates that there was a 
significant improvement for our approach when the transition 
information (either on persons or head poses) was incorporated 
in the model. For comparison, Table III lists the average rates of 
face recognition using different well-known methods based on 
this same data set.  
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TABLE II 
THE AVERAGE RATES OF FACE RECOGNITION WITH/WITHOUT DIFFERENT 

TRANSITION APPROACHES 

 without 
transition 

transition among 
persons 

transition among persons 
and poses 

reg rate (%) 80.17 87.33 90.67 
 

TABLE III 
THE AVERAGE RATES OF FACE RECOGNITION USING DIFFERENT METHODS 

 Eigne-Face Fisher-Face Nearest 
Neighbor 2DLDA Our 

Approach 
reg rate (%) 69.3 74.5 81.6 80.7 90.67 

 
Now consider the convergence process with the likelihood 

and transition measures over time. Fig. 5 illustrates an example 
of face recognition at times 8, 14, 23, and 28. Note that the 
person in this the example corresponded to index “4” in the 

plots. His head poses changed from front to left in this example. 
For simplicity, this example only gives the probability values 
for three persons. There are five plots at each row. The first plot 
shows the likelihood measure of the current observation 
according to (8). Plots 2 to 4 display the probabilities of head 
poses for different persons given the observation. The last plot 
shows the final probability of person recognition given the 
observed face image according to (6). He was initially 
identified incorrectly (at t=8) but finally recognized correctly 
(at t=28). In general, it is difficult to avoid incorrect decisions 
about either face or pose recognition. However, our method 
makes it possible to converge to the correct decision by 
aggregating the recognitions in the likelihood and transition 
measures such as illustrated in the last two iterations. 

 
 

 
Fig. 5 An illustration of the convergence for the recognition process over time 

 
VIII. CONCLUSION AND FUTURE WORK 

This paper presents a face recognition approach that is based 
on a state-space model with extra nodes associated with head 
poses in video sequences. Our formulation integrates the 
likelihood measure for the still-image-based face recognition in 
video frames and the transition measures for modeling possible 
changes both between persons and between head poses. 
Moreover, the transition measure makes it possible to change 
recognition results from an incorrect decision to the correction 
one. Our experiments demonstrate that the proposed method 
can achieve a good performance for face recognition.  

Future research is to extend this work in a real application 

such as a roll-call system in a classroom. Many complex issues 
should be carefully considered in a real system, e.g., how to 
track or locate the face areas in video? How to involve cosmetic, 
glasses, and hair styles in our recognition model? Besides, 
another important task is to improve the approximation for the 
transition measure among persons and poses in (9). We also 
plan to design an incremental learning algorithm with our 
state-space model and thereby make our approach even more 
robust.  
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