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Abstract—Load balancing in distributed computer systeméiés t In a centralized load distribution algorithm, a glen node
process of redistributing the work load among pssoes in the (called central node) in the network is nominated be
system to improve system performance. Most of previresearch in responsible for all load distribution in the networ In a
using fuzzy logic for the purpose of load balancihgs only gisribyted load balancing algorithm, the respaifigibis

concentrated in utilizing fuzzy logic concepts inesdribing L . .
processors load and tasks execution length. Thpomnsgbility of the distributed where each node in the network camiesequal

fuzzy-based load balancing process itself, howeles not been Share Of.th? rgsponsibility and e.xecutes.the Sdgmith]m.
discussed and in most reported work is assumee frelformed in a In a semi-distributed load balancing algorithm, tregwork is

distributed fashion by all nodes in the networkisTjpaper proposes a segmented into clusters where each cluster contaisest of

new fuzzy dynamic load balancing algorithm for hgmoous
distributed systems. The proposed algorithm etdifuzzy logic in
dealing with inaccurate load information, makingdodistribution
decisions, and maintaining overall system stabillty terms of
control, we propose a new approach that specifies when, and by
which node the load balancing is implemented. @pjproach is
called Centralized-But-Distributed (CBD).

nodes. The control within each cluster is certedli i.e. a
central node is nominated to take charge of loddncing
within its set. Load balancing of the whole distiied system
is achieved through the cooperation of central saafeeach
cluster, i.e. the responsibility is distributed argadhe central
nodes of each cluster.

Most of previous research in using fuzzy logic tbe

Keywords—Dynamic load balancing, fuzzy logic, diStribUtedpurpose of load balancing, e.g., [16]-[28], has yonl

systems, algorithm.

L process of redistributing the work load among pssoes
in the system to improve system performance [1]rio/es
studies have shown that distributing the work l@aanly
among nodes of a distributed system highly improssestem
performance and increases resource utilization.abya load
balancing algorithms monitor changes on the systeork
load and redistribute the work load accordinglg, g1]-[13].
A dynamic load balancing algorithm is usually corsgd of
three strategies: transfer strategy, location egsgt and
information strategy. Transfer strategy decidesvbith tasks
are eligible for transfer to other nodes for preoes.
Location strategy nominates a remote node to egeeut
transferred task. Information strategy is theiinfation center
of a load balancing algorithm. It is responsilde roviding
location and transfer strategies at each nodetivtmecessary
information required to take their decisions. hnfiation
strategy is an important part of a load balancifgprithm.
The worth and complexity of any dynamic load baiagc

|. INTRODUCTION

algorithm depends heavily on the performance of it&dividual processors.

information strategy. The implementation respaifisibor
control of a dynamic load balancing algorithm caket three
different forms: centralized, distributed, or sedistributed.

Ali M. Alakeel is with the College of Computers arldformation
Technology, University of Tabuk, P.O.Box 741, Talld91, Saudi Arabia
(e-mail: alakeel@ut.edu.sa).

concentrated in utilizing fuzzy logic concepts iesdribing
processors load and tasks execution length. Thponegility
of the fuzzy-based load balancing process itselydver, has

OAD balancing in distributed computer systems is thgot been discussed and in most reported work isnzess to be

performed in a distributed fashion by all nodeghi@ network.
This distributed approach requires that the loathrizing
algorithm resides in all nodes of the network dlkthe time.
Because of the intrinsic difference between rulgeba
applications and functional based application, @sia
distributed approach for the load balancing contrechanism
may not be the best choice and may increase thie obshe
load balancing process. This is because rule-based
applications require more memory and procession epow
resources than functional based applications. ieenory
requirement is associated with the knowledge badedaring
the rules chaining process, while the processingepois
required by the inference engine during the seprohbess for
a given solution or a goal. Moreover, the distrdtlapproach
for the load balancing process still has some ticadil
problems, one of which is that optimal scheduliregisions
are difficult to make because of the rapidly chaggi
environment introduced by the arrivals and depagurom
Another disadvantage is éxéra
communication overhead introduced by all processwyiag
to gather information about each other.

This paper proposes a new fuzzy dynamic load baignc
algorithm for homogenous distributed systems. pitoposed
algorithm utilizes fuzzy logic, e.qg., [29]-[31], idealing with
inaccurate load information, making load distribati
decisions, and maintaining overall system stabilityterms of
control, we propose a new approach that specifieg Wwhen,
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and by which node the load balancing is implement&uiir
approach is called Centralized-But-Distributed (GBDAIso
we introduce a new location policy which utilizesz#y Logic
techniques in redistributing the load from heavibaded
nodes to lightly loaded nodes in the system. Ouwdlo
balancing algorithm includes an explicit mechanisor
monitoring and tuning system stability. Systembiity is
maintained through the dynamic adjustment and turoh
various parameters incorporated in the algorithm.

The rest of this paper is organized as follows.tiSacll
provides an overview of different approaches totmrthe
process of load balancing in a distributed systamirenment.
Section Il

conclusions and future research.

Il. RESPONSIBILITY OF LOAD BALANCING

Along with various load balancing strategies whicay be
applied independently or tailored to enhance théopmance
of an algorithm for solving a certain problem, difint
policies of where to put the control of the loadanaing
algorithm have been proposed in the literaturentredized,
distributed, or semi-distributed.

A centralized load balancing strategy assigns alein
processor the responsibility of initiating and ntoring the
load balance operation. In this strategy, a deéicprocessor
gathers the global information about the statehef system
and assigns tasks to individual processors. Desfsthigh
potential of achieving optimal performance, ceiead
strategies have some disadvantages: high vuliigyatn
failures, storage requirements for maintaining thete
information - especially for large systems,
dependability of the performance of the systemhendentral
processor which could result in a bottleneck [1].

In a distributed load balancing strategy, each gssor
executes the same algorithm and exchanges infamatith
other processors about the state of the systeroh gacessor
may send or receive work on the basis of a semdgated or
a receiver-initiated policy. In a sender-initiatpdlicy, the
sender decides which job gets sent to which receiva a
receiver-initiated policy, the receiver searchesrmre work
to do. Intuitively, queues are formed at sendeesrieceiver-
initiative policy is used, while they are formedrateivers if a
sender-initiative policy is used. Additionally, heduling
decisions are made when a new job arrives at théesén a
sender-initiative, while they are made at the deparof a job
in a receiver-initiative policy. The determinatiaf which
policy is adopted depends upon the load transterast which
can be initiated by an over-loaded or under-loagiextessor
[1], [3], [6], [7]. It has been demonstrated in,[{#§], and [8],
using analytical models and simulations, that seirdgated
strategies generally perform better at lower sydteads while
receiver-initiated strategies perform better athkigsystem
loads, assuming that process migration cost undertwo
strategies is comparable. Some of the advantadesedfby
the distributed policy are: Fault tolerance, minimstorage
requirements to keep status information, and tladahility of

system state information at all nodes. The distebupolicy
still has some disadvantage, one of which is thatnal
scheduling decisions are difficult to make becao$ethe
rapidly changing environment introduced by thevals and
departures from individual processors. Anotheadigntage
is the extra communication overhead is introducedab
processors trying to gather information about eeitter. To
mitigate this overhead, some distributed strategi@smize
the amount of information exchanged, which has gatiee
reflection on the performance of an algorithm.

The semi-distributed policy comes in the middlewssn
centralized and distributed policies. It is intwodd to take the

presents our proposed fuzzy dynamicdloabest of each and to avoid the major drawbacks i @ the
balancing algorithm and in Section IV we discussr ouwo policies.

The semi-distributed strategy isduh®n the
partitioning of the processors into equal sized.sdtach set
adopts a centralized policy where a central praretakes
charge of load balancing within its set. The deigether
adopt a distributed policy where each central pgsgeof each
set exchanges information with other central preoes of
other sets to achieve a global load balance.

It has been shown in [1] that the semi-distribupedicy
produces a better performance than the centralized
distributed policies. Research demonstrates thelh eentral
processor yields optimal load balance locally witlits set.
Moreover, this policy does not incur high commutima
overhead while gathering system state informatigithough
this policy is a mediator between the centralized &he
distributed ones, it fits large distributed systebester than
small systems.

IIl.  THE PROPOSEDFUZZY LOAD BALANCING ALGORITHM

and the A System Model

In this presentation we assume the following systeodel.
We assume N, where N > 1, independent homogenalssno
are connected by a local area network where eadte no
consisting of a signal processor. A single typesks arrive to
a node could either come from outside the netwarkram
other nodes in the network. We assume that alescate
subjected to the same average arrival rate of tasksing
from outside the network. All tasks are queuee@ath node
and are served on a First Come First Serve (FC&S%b

B. Assumptions

» Nodes of the distributed system are numbered fram 4,
where N is the total number of nodes in the systethe
numerical number of each node represents its fitttion
(ID) in the system.

» Nodes are connected by a broadcast network ancb8teof
sending a message between any two nodes is the same

* We assume that each processor is in some statdeSe it
has a number of tasks.T Furthermore, we assume that the
distributed system is initially in a steady state.

» Given this configuration, the load balancer startd tries to
examine the overall state of the system and takes t
necessary corrective actions accordingly based lm t
objectives this algorithm assumes.
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C. Objectives
Once a node is elected to act as the load balayfctdre

distributed system it has the following objectives:

1) Obtains full information about the load of eachthiasthe
system efficiently.

2)Maintains a load balance among the distributed egyst
hosts within a differencd. The value ofl varies during the
operation of the load balancing algorithm and adjus
dynamically taking into account the current stafethe
system and the communication costs. The propererahg
will only be determined after experimentations withis
algorithm because this process has to be doneesttfig in
terms of communication time required.

0 forx < «
X — o\?
2 ( ) for a < x <P
S(x; o,B,y) = 4 Yy - a
X — 7\?
1—2( ) for B x <y
Yy —a
1 forx = vy

Fig. 1 The S-function

4)Create a mapping from Overloaded nodes to Undezhbad
nodes. The outcome of this mapping tells eachlozded
node where to ship some of the extra work it hds a

3)Selects the most appropriate time to launch thed loa (esyit of this mapping, the load balancer sendsh eac

balancing process.
working at all times is a burden on the system pn@pose
an efficient way of triggering the load balancehieh is
described as follows.
The load balancer algorithm is triggered when one of the
following conditions is satisfied:
* When a node becomes idle, or below a thresholdevalu
*  When the load of a node exceeds a threshold value.
4)Ensures that only one node is working as the |cddrzer
at a time. It is possible that more than one naafe meet

Since keeping the load balancergyerioaded node a message specifying the ID of each

possible underloaded node and the number of tasks t
overloaded node should ship to the underloaded.ndties
information is formed in a list arranged as: {|Btasks),
(ID,, #tasks), (IR, #tasks). To perform this mapping, we
adopt Evans et al. [31] probability model by usthg load

at each node and compute the probability of sendiragsk
from an overloaded nodeo and underloaded nogle

The main contribution of our proposed algorithninishe

either one of the above conditions. This would eausart which is responsible for selecting the besetio trigger

multiple load balancers to be active at the same.ti To
prevent this, our algorithm provides a mechanismckvh
ensures that only one load balancer is activegaten time.

D.The Algorithm Seps

Theload balancer node performs the following steps:

1) Obtain the current load of the distributed systefrhis is
accomplished by broadcasting a request for stagssage
to all nodes in the system.

the load balancing process and in performing thad lo
balancing process itself. In this regard, a copyhe load
balancing algorithm resides on each host as irdisteibuted
load balancing algorithm reported in the literaturén our
approach, the responsibility of load balancingestralized in
action, but distributed in time. This means thalya single
node will be responsible for performing the loadabaing
processes of the distributed system. This nodwjetier, is
not the only one who will complete this task alltioé time, as

2)Upon receiving the response from all nodes, thed 103 iy the traditional centralized approach. Indtezach node

balancer assigns each node of the system inclutlialj a
fuzzy value in the interval [0,1] which represetiits load of
that node relative to the overall load of the distied
system.

This assignment is achieved by forming a fuzst,
LOADED = {light, normal, heavy}, that representsetivad of
the system. Using Fuzzy Logic techniques each mddbe
distributed system is assigned a membership vadpermting
on its current load. The membership value is & ititerval
[0,1] and reflects the compatibility of the load atspecific
node to the fuzzy term LOADED which is represenbgda
fuzzy set. The assignment of membership valuesdéy) is
based on the S-function [31] which is shown in Hig.
3)Using the results of step (2), the load balanceéegmaizes

all nodes into three separate groups: UnderloaNednal,

might have the chance to perform the load balantasg.
The selection of which node actually does the w@k
dynamically determined, however. By doing this,r ou
approach attempts to get the best of the well-knentralized
and distributed approaches to the load balanciaglem.

IV. CONCLUSION

This paper propose a new dynamic load balancing
algorithm for homogenous distributed computer syste
which employs fuzzy logic in dealing with inaccwabad
information, making load distribution decisions, dan
maintaining overall system stability. The main cinition of
our proposal is in the part which is responsible delecting
the best time to trigger the load balancing procasd in
performing the load balancing process itself. hdeo to

and Overloaded. Where Normal nodes do not need agyaluate the proposed algorithm, we intend to perfand

load balancing and will be left unchanged.
Underloaded and Overloaded nodes need help andevill
the target of the load balancing process.

Botlextensive experimental study using simulation tovstthe

effectiveness of the proposed algorithm as compared
existing dynamic load balancing algorithms reportedthe
literature.
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