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Abstract—Naïve Bayes classifiers are simple probabilistic
classifiers. Classification extracts patterns by using data file with a set
of labeled training examples and is currently one of the most
significant areas in data mining. However, Naïve Bayes assumes the
independence among the features. Structural learning among the
features thus helps in the classification problem. In this study, the use
of structural learning in Bayesian Network is proposed to be applied
where there are relationships between the features when using the
Naïve Bayes. The improvement in the classification using structural
learning is shown if there exist relationship between the features or
when they are not independent.

Keywords—Bayesian Network, Classification, Naïve Bayes,
Structural Learning.

I. INTRODUCTION

AYESIAN networks are factored representations of
probability distributions that generalize the naive

Bayesian classifier. They are a cross fertilization of ideas
between the artificial intelligence, probability and statistics.
They have received a lot of attention from both scientists and
engineers across a number of fields [1]. Bayesian networks are
different from other knowledge-based systems tools because
uncertainty is handled in mathematically rigorous yet efficient
and simple way. They give compact representation of joint
probability distributions via conditional independence.
Bayesian network is a data mining technique which not only
enables efficient uncertainty reasoning with hundreds of
variables, but also enables humans to understand the modelled
domain better

A Bayesian network or directed acyclic graphical model is a
probabilistic graphical model G = (N, A) whose nodes N, and
arcs A, represent random variables X, and direct correlations
between the variables respectively [2]. The model selection in
a Bayesian network consists of two steps. The first step entails
learning the structure or causal dependencies which encodes
the conditional independence relationships in the data. The
second step involves fitting the parameters of the local
distribution given the structure learned in the previous step.
Many of the Bayesian network construction algorithms are
based on the “node sequence already known” condition and
the purpose is to reduce and simplify the complexity of the
structure.
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II.CLASSIFICATION IN BAYESIAN NETWORK

One of the most important areas in data mining is
classification. There are a number of popular rule based
algorithms for classification [3]. The classification algorithms
are in the supervised learning group because they build a
model based on supplied classes. Classification covers a wide
range of data mining and many approaches have been
discovered. These approaches include various rule-based
classification algorithms like decision tree based algorithms
[4], partial decision trees [5], support vector machines [6],
neural networks [7] and Naive Bayes [8]. A classifier is a
global model which gives a concise and clear description for
each class by using attributes or features of data files.

One of the most important areas in data mining is
classification. There are a number of popular rule based
algorithms for classification [3]. The classification algorithms
are in the supervised learning group because they build a
model based on supplied classes. Classification covers a wide
range of data mining and many approaches have been
discovered. These approaches include various rule-based
classification algorithms like decision tree based algorithms
[4], partial decision trees [5], support vector machines [6],
neural networks [7] and Naive Bayes [8]. A classifier is a
global model which gives a concise and clear description for
each class by using attributes or features of data files.

Naïve Bayes are effective because instead of estimating an
n-dimensional distribution for X1, …, Xn, given the class which
is too costly, they estimate n one-dimensional conditional
distributions as can be seen from the equation above. They
have been found in varied applications such as [10] for text
classifications and have been found to outperform many other
classifiers [11]. They can also be used to predict political risk
level of a country to be used for investors who intend to
achieve accurate information on the stability of the business
environment in [12]. The structure of the Naïve Bayes network
is shown in Figure 1. However, the strong independence
assumption among the features raises the question of whether a
classifier with less restrictive assumption can perform even
better.
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Fig.1 Illustration of the Naïve Bayes network structure

Several researchers have examined ways of achieving better
performance than Naive Bayes. Friedman et al. [11] in
particular consider among other structures, Tree Augmented
Naïve Bayes, which allows arcs between the children of the
classification node. Among the approaches which are less
restrictive include Tree Augmented Naïve Bayes (TAN) and
the general Bayesian networks [13]. A common feature of
these networks is that the class node is treated as the parent of
all the features. For TAN, each variable has as parents, the
class variable and at most one other attribute. Many variants of
the Naïve Bayes have been developed and some may combine
more than one approach [14]. Comparison has been made on
the Naïve Bayes, TAN and the general Bayesian networks but
in a number of cases the general Bayesian networks are better
while in others, Tan and Naïve Bayes are better [13].
Differences in experimental methodology might account for
some of the disparities in conclusions drawn from work in [13]
and that of [11].

III. LEARNING IN BAYESIAN NETWORK

A Bayesian network is composed of the network structure
and its conditional probabilities. The main purpose of learning
in a Bayesian network is twofold, which is to determine first
the structure of the network (model selection) and then, the set
of conditional probability tables associated with the structure
learned (parameter learning) [15]. Several algorithms have
been proposed for the inductive learning of general Bayesian
network.

Structural learning is computationally complex because the
number of possible structures is extremely huge. For
classification problems, the class node is treated as the first
node in the ordering and other nodes are treated as they appear
in the dataset. Learning the structure implies learning the
conditional independence from observations. There are two
groups of approaches for Bayesian network structure learning
[16]. In one approach, probabilistic relations using the Markov
property with conditional independence test is used to learn
and analyze the network structure and then a graph is built
which satisfies the corresponding d-separation statements.

Alternatively, a score metric is used on each candidate
Bayesian network and some heuristic search algorithm is used
to maximize it. Greedy search algorithms, such as hill-
climbing or tabu search can be used [17]. The criterion for
selecting a structure is such that it maximizes the likelihood

and at the same time minimizes the complexity. The log-
likelihood score favour the complete graph structures but in
order to avoid over fitting a penalty function is added based on
the number of parameters.

The best Bayesian network is the one that best fits the data
and leads to the scoring based algorithms that seek a structure
that maximizes the scoring function. Log-likelihood (loglik)
score is equivalent to the entropy used by Witten and Frank
[18] where the maximized likelihood is decomposed by the
network structure and the complexity penalty decomposes too.

Score functions commonly used in both discrete and
continuous data are penalized likelihood scores such as the
Akaike and Bayesian Information criteria, posterior densities
such as the Bayesian Dirichlet and Gaussian equivalent scores
and entropy-based measures such as the minimum Description
Length [18]. The Akaike Information criteria (AIC) and
Bayesian Information criteria (BIC) are decomposable scores
for learning Bayesian network structures which are
independent of the data but depends on the structure. The
Bayesian Dirichlet Equivalent (bde) score also uses Bayesian
analysis to evaluate a network given the dataset. The logarithm
of the K2 score is another Dirichlet posterior density score
developed by Cooper and Herskovits [19].

The job of estimating and updating the parameters of the
global distribution of the network is greatly simplified by
applying the Markov property when the structure of the
network has been learned from the data. The network which is
learned will represent an approximation to the probability
distribution governing the domain. With enough samples, this
approximation will be a good estimate. Therefore, we can use
this network to compute the probability of class C, given the
values of the attributes. The predicted class C, given a set of
attributes X1, X2, …,Xn is simply the class that attains the
maximum posterior ( | )GP C X where 1 2( , ,..., )nX X X X=
and GP is the probability distribution representing the

Bayesian network G.

IV. EXPERIMENNTAL METHODOLOGY

Our main objective is to show that structural learning among
the attributes in a classification dataset help to give a much
better accuracy than the Naïve Bayes classifier. In this study 6
datasets meant for classification are used and taken from the
UCI repository of machine learning datasets [20]. The 6
datasets with the corresponding number of attributes or
features, number of instances and number of classes are given
in Table 1.
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Table 1
UCI Machine Learning Repository data sets for classification used.

Dataset No. of
Instances

No. of
attributes

No. of classes

Hayes-Roth 160 5 3
Lenses 24 4 3
Tic-Tac-Toe
Endgame

958 9 2

SPECT Heart 267 22 2
Shuttle
Landing
Control

15 6 2

Balance Scale 625 4 3

The Hayes-Roth data set involves human subjects study and
has 5 numeric-valued attributes. It is a classification task
which brings the background knowledge to bear on the
attribute values and their relationship. The lenses data set is
the most famous data set used in data mining and is used for
fitting contact lenses. It is complete and noise free and the
examples highly simplified the problem. Tic-Tac-Toe
Endgame data set is a binary classification task on possible
configurations of tic-tac-toe game. The database encodes the
complete set of possible board configurations at the end of the
tic-tac-toe games. The SPECT Heart data set describes
diagnosing of cardiac Single Proton Emission Computed
Tomography (SPECT) images. Each of the patients is
classified as either normal or abnormal. The database was
processed to extract features that summarize the original
SPECT images. Shuttle Landing Control data set is a small
database of all nominal values. It generates comprehendible
rules for determining the conditions under which an auto
landing would be preferable to manual control of the
spacecraft. The balance Scale data set was generated to model
psychological experimental results. Each example is classified
as having the balance scale tip to the right, tip to the left or be
balanced.

Naïve Bayes classifier is used to do classification for all the
6 datasets and an example is shown of the Naive Bayes
network structure in Figure 2 for the Shuttle Landing Control
dataset which has 15 instances, 2 classes and 6 attributes or
features.

It was suggested by Yingyu et al [21] that researchers use
Bayesian network learning to explore the potential relationship
between the variables. Structural learning using hill climbing
algorithm is used in this study to learn the dependencies and
causal relationship among the attributes or features. After
running the learning algorithm by using the bnlearn package
[22], it can be determined whether there are any dependencies
among the attributes. If there are, then arcs are constructed to
show the dependencies as shown in Figure 3 where there is an
arc from the node ‘sign’ to the node ‘wind’ for the Shuttle
Landing Control dataset and Figure 4 for the Tic-Tac-Toe
Endgame dataset where there are 5 directed arcs among the
attributes, both using the hill climbing algorithm. Figure 5

shows the network structure with added relationship after the
structural learning using the hill climbing algorithm on the
attributes from the SPECT Heart data set

Fig. 2. The Naïve Bayes network structure from Shuttle Landing
Control data set

Fig. 3. The Naïve Bayes network structure with added relationship
after structural learning using the hill climbing algorithm on the

features/attributes from Shuttle Landing Control data set.

Fig. 4. The Naïve Bayes network structure with added relationship
after structural learning using the hill climbing algorithm on the

features/attributes from Tic-tac-toe data set
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Fig. 5. The Naïve Bayes network structure with added relationship
after structural learning using the hill climbing algorithm

on the features/attributes from SPECT Heart data set.

V.RESULTS

Table 2 lists the accuracy for the Naïve Bayes classifier and
the classifier with added relationship in the presence of
dependencies obtained among the attributes using the hill
climbing algorithm. 10 fold cross validation is used in this
study. Owing to the fact that Naïve Bayes classifiers assume
independence of the attributes or feature, only when there are
dependencies among the attributes or feature from the
structural learning, do we have the added relationship.

The cross validation splits the data, D into 10 approximately
equal parts D1, D2, … , D10 and learns on the data D\Di, 1 � i �
10 with one part left out. The part Di left out is used as the test
set. The learning procedure is carried out a total of 10 times on
different training. Finally, the 10 error estimates are averaged
to yield an overall error estimate. The accuracy based on the
percentage of successful prediction on the test sets of each
dataset is given in Table 2.

All the learning algorithms from the bnlearn package show
no relationship among the feature/attributes in the Lenses and
Balance Scale dataset. As such, there is no added relationship
in the structure among the attributes nodes. However, all the
remaining 4 datasets which have relationship and have arcs
constructed, showed an improvement in the accuracy over the
Naive Bayes classifier as shown in Table 2 and Figure 7.
Hence, it is advisable to perform structural learning on the
attributes when doing a classification problem using Naïve
Bayes classifier in situations where the attributes are not
independent.

To further show and test our findings above, several score
functions like the log-likelihood scores, logarithm of the K2
score, Bayesian Dirichlet Equivalent, Akaike Information
Criterion and Bayesian Information Criterion are shown in
Table 3 for estimating the fitting of the algorithms. It can be
seen from Table 3 that all the scores for Tic-Tac-Toe
Endgame, SPECT Heart and Shuttle Landing Control are
higher for the added structure as compared to the Naive Bayes
network.

Fig. 6. Comparison of accuracies using the added structural
relationship

TABLE 2
Comparison of accuracy between Naïve Bayes network and the network with

added relationship through structural learning of the features using 10 fold
cross validation

UCI Dataset
Attributes

relation
Accuracy

using Naïve
Bayes

Accuracy
using added
relationship

among
attributes

Hayes-Roth no 67.47% -
Lenses no 60.00% -
Tic-Tac-Toe
Endgame

yes 38.25% 44.65%

SPECT Heart yes 70.99% 87.95%
Shuttle
Landing
Control

yes 65.00% 80.00%

Balance Scale no 83.19% -

VI. CONCLUSIONS

In this study, structural learning is proposed to be applied
when the attributes in a classification dataset are not
independent. The results show that learning the dependencies
among the attributes or features and constructing the added
relationship when doing classification helps to improve the
accuracy of the Naïve Bayes classification, especially when the
dependency is strong

For further work, structural learning can be applied using
other score based algorithms besides the hill climbing
algorithm. Alternatively, the constraint based methods can be
applied in places where the dependency is weak and may not
be captured by the hill climbing algorithm.
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Table 3.
Comparison of various scores for the three data sets with added relationship

Dataset Network loglik K2 bde AIC BIC

Tic-Tac-Toe
Endgame

Naïve Bayes -9697.467 -9796.478 -9779.634 -9734.467 -9824.466

With added
structure

-9123.78 -9462.339 -9546.326 -9312.78 -9772.509

SPECT Heart Naïve Bayes -2558.81 -2653.211 -2752.324 -2603.81 -2676.510
With added

structure
-1926.523 -2171.540 -2657.125 -2049.523 -2248.236

Shuttle
Landing
Control

Naïve Bayes -81.13365 -111.3118 -114.4997 -112.1331 -123.1078

With added
structure

-69.74502 -108.4316 -115.2126 -108.7450 -122.552
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