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Abstract—Feature selection plays an important role in applications
with high dimensional data. The assessment of the stability of feature
selection/ranking algorithms becomes an important issue when the
dataset is small and the aim is to gain insight into the underlying
process by analyzing the most relevant features. In this work, we
propose a graphical approach that enables to analyze the similarity
between feature ranking techniques as well as their individual sta-
bility. Moreover, it works with whatever stability metric (Canberra
distance, Spearman’s rank correlation coefficient, Kuncheva’s stabil-
ity index,...). We illustrate this visualization technique evaluating the
stability of several feature selection techniques on a spectral binary
dataset. Experimental results with a neural-based classifier show that
stability and ranking quality may not be linked together and both
issues have to be studied jointly in order to offer answers to the
domain experts.

Keywords—Feature Selection Stability, Spectral data, data visual-
ization.

I. INTRODUCTION

EATURE selection is a key stage when working with

multidimensional data [1]. In particular, spectral data
are usually characterized by thousands of features whereas
the data sets have a small number of instances due to the
cost of recollection and labeling. Feature ranking or selection
in order to reduce the data dimensionality is important in
these applications for several reasons: (a) The curse of the
dimensionality problem, since the size of the training data
set needed to calibrate a model grows exponentially with the
number of dimensions and (b) the knowledge extraction from
the data is simplified if the instances are represented with less
features. In particular, when working with spectral data, it is
important to gain insight into the regions of the spectrum that
have more discriminant power.

Feature selection or ranking techniques measure the im-
portance of each feature according to the value of a given
function. These algorithms can be divided in three types [2]:
filter, wrapper and embedded approaches. The filter meth-
ods select the features according to a reasonable criterion
computed directly from the data and that is independent of
the classification machine. The wrapper approaches use the
classification algorithm to determine the value of a given
feature subset and the embedded techniques are specific for
each model since they are intrinsically defined in the inductive
algorithm.
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A key issue of recent interest, is the stability of the feature
selection and ranking algorithms. Fields like biomedicine or
chemometrics, require not only accurate classification models,
but a subset of the most important features in order to better
understand the data and the underlying process. The fact that
under small variations in the available training data, the top-k
feature list varies, make this task not straightforward. To study
the stability of the feature ranking/selector algorithms several
(scalar) metrics have been proposed. The Spearman’s rank cor-
relation coefficient [3], [4] and Canberra distance [5] measure
the similarity between rankings. When the goal is to measure
the similarity between top-k lists (feature subsets), different
authors have used the following meaures: Jaccard distance [3],
Tanimoto distance [3], Kuncheva’s stability index [6], Relative
Hamming distance [7], Consistency measures, Dice-sorense’s
index, Ochiai’s index or Percentage of overlapping features
[8].

In general, the way these works proceed is a follows: Given
a set of rankings (subsets), pairwise similarities are computed
and then, reduced to a single metric by averaging. These
(scalar) metrics can be seen as projections to one dimensional
space and its use only shows where the feature selector stands
in relation to the stable and the random ranking algorithm.
In this paper we want to illustrate and motivate the use of
graphical methods as a simple alternative approach to evaluate
the stability of feature ranking algorithms. We will show
how the projection to two dimensions allow to evaluate the
similarity between feature ranking algorithms as well as their
stability. We illustrate our approach with a study of six feature
ranking algorithms on a fat spectral data set.

The rest of the paper is organized as follows. Section II
and Section III formulate the feature selection problem and
the study of its stability, respectively. Section IV discusses
the advantages of the visual approach to this problem and
Section V illustrates a study on a fat spectral dataset using both
the classical analysis and the graphical approach and finally,
Section VI summarizes the main conclusions.

II. FEATURE SELECTION AND RANKING

Feature selection techniques usually generate a full ranking
of features. These rankings, however, can be converted in top-k
lists that contain the k most important features.

Consider a training dataset D = {(x;,d;),i = 1,..., M}
consisting of M instances and a target d associated with
each sample . Each instance x; is a p-dimensional vector
x; = (241, Ts2, . . - Tip) Where each component z;; represents
the value of a given feature f; for that example i, that is,

fi(xi) = ij.
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Consider now a feature ranking algorithm whose output is
a ranking vector r with components

r=(r,r2,T3,...,Tp) (D

where 1 < r; < p and 1 is considered the highest rank.
The output of a feature selection algorithm is represented
by a vector

s:(51752753a"'751))7si 6{071} (2

where 1 indicates the presence of a feature and O the absence
and >% | s; = k for a top-k feature list.

Converting a ranking output into a feature subset is easily
conducted according to

1 i<k
%=\ 0 if otherwise

III. STABILITY OF FEATURE SELECTORS

A problem that arises in many practical problems where
knowledge is to be extracted from the ranking of features
or the top-k features is that small variations in the data set
leads to different outcomes. In particular, it is common when
dealing with high dimensional data and few samples. Next,
we present some common similarity metrics to measure the
distance between two full rankings or two top-k lists.

A. Similarity Measures

Let r and r’ be the outcome of a feature ranking algorithm
applied to two different subsamples of D. The most widely
used metric to measure the similarity between two ranking
outputs is the Spearman’s rank correlation coefficient (SR).
The SR between two rankings r and r’ is defined as

(ri = 77)?

/4
SR(r,r')=1-6)_ 3)

2 _
— p(p* 1)

where 7; is the rank of feature-i. SR takes its value in the
interval [—1,1]. A value equal to -1 indicates exactly inverse
orders, while a value of zero means no correlation. It takes
the value of 1 when the rankings are identical.

When the goal is to measure the similarity between two
partial lists s and s’ with k features, several metrics have been
proposed: Jaccard distance, Kuncheva’s stability index, Rela-
tive Hamming distance, Consistency measures, Dice-sorense’s
index, Ochiai’s index, Percentage of overlapping features (for
details see [8]). Without loss of generality, in this work
we focus on Kuncheva’s stability index (KI) to measure the
similarity between feature subsets. The KI between two top-k
lists s and s’ is defined as

/ p — kz
where p is the original whole number of features, r is the
number of features that are present in both lists simultaneously
and P s; =37 | s = k. The KI satisfies —1 < K1 < 1.

B. The Stability for a Set of Rankings or Lists

When we have a set of outputs from a feature selection
(or ranking) algorithm, A = {ry,rs,...rx}, with size K,
the most common way to evaluate the stability of the set is
to compute pairwise similarities and average the results, what
leads to a single scalar value.

2 K-1 K
S(»A) = m ; jg;l SM(TiaTj) )

where S represents any similarity metric (Kuncheva’s sta-
bility index or Spearman rank correlation coefficient, for
example).

IV. VISUALIZING THE STABILITY OF FEATURE SELECTORS

The outcome of a feature ranking algorithm can be in-
terpreted as a point in a high dimensional space (with p
dimensions). The stability of a ranking feature selector is
commonly measured as the dissimilarity or distance between
different outcomes of the same feature selector on slightly
different datasets. That is, stability is assessed computing
pairwise similarities between points in that high dimensional
space and averaging the results. In this case, the ranking data
is turned into a single number (projected to one dimension)
and the algorithms are compared on the basis of this scalar
metric. This only allows to compare the feature selector with
respect to a reference: the random ranking and the completely
stable ranking.

Note that if we change from a projection to an space with
one dimension into a space with two or more dimensions, we
have a visual representation that allows to establish compar-
isons with respect to the random or ideal feature selector as
well as comparisons of each feature selector to the others.

In order to study the stability with a visual-based approach,
different alternatives could be used, depending on the amount
of information available. Note that, even simple visualization
approaches (histograms, scatter graphs, spider graphs) allow to
plot the results in a convenient way to ease result interpreta-
tion. They have some limitations as the number of dimensions
increases. In this case, a dimensionality reduction technique
like MDS [9], that preserves as much as possible the original
data structure, seems more convenient. They allow to project
data from a high dimensional space to a 2D or 3D space while
preserving the distance in the original high dimensional space.

V. TYPICAL EMPIRICAL EXAMPLE WITH SPECTRAL DATA

Consider a standard empirical study where L feature ranking
algorithms give rise to K rankings, each one. The results for
each feature ranking algorithm can be organized in a Table
with elements 7;; with ¢ = 1,...,pand j = 1,..., K that
represent the rank assigned for the feature-: in the run-j

In this section a typical experiment is conducted in order
to assess the stability of six feature selectors based on a filter
approach : x2, Information Gain (IG), Information Gain Ratio
(GR), Relief and other two based on the parameter values of
an independent classifier (Decision Rule 1R and SVM). [10].

Experimental results were carried out with omental fat
samples collected from carcasses of suckling lambs [11]. The
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Fig. 1. Average FT-IR spectrum of omental fat samples for Milk Replacer
(MR) and Ewe Milk (EM).

whole dataset has 134 instances: 66 from lambs being fed with
a milk replacer (MR), while the other 68 are reared on ewe
milk (EM). Authentication of the type of feeding will be a key
issue in the certification of suckling lamb carcasses, with the
rearing system being responsible for the difference in prices
and quality. The use of spectroscopy for the discrimination
of fat samples according to the rearing system provides sev-
eral advantages, mainly its speed and versatility. Determining
which regions of the spectrum have more discriminant power
is also fundamental for the veterinarian professionals. All
FTIR spectra were recorded from 4000 to 750 cm-1 with a
resolution of 4 cm-1, what leads to a total of 1687 features.
The average spectra for both classes is shown in Fig.1.

The dataset was randomly split in ten folds, launching
the feature ranking algorithm with nine out the ten folds, in
a consecutive way. Five runs of this process resulted in a
total of ' = 50 rankings. Feature ranking was carried out
with WEKA [10] and the computation of the stability with
MATLAB [12].

A. Traditional Stability Analysis

The stability of the feature ranking algorithms can be
evaluated with metric like the Spearman’s rank correlation
coefficient (SR) in a conventional way. In this case, we have
computed the m pairwise similarities for each algorithm
to end up averaging these computations according to Eq.(5).
The SR is recorded in Table I where it can be seen that Releif
is the most stable (0.94) ranking algorithm, whereas 1R and
SVM are quite unstable (0.79 and 0.74, respectively).

TABLE I
STABILITY OF A SET WITH 50 FULL RANKINGS ASSESSED THROUGH
AVERAGE PAIRWISE SIMILARITIES WITH THE SPEARMAN’S RANK
CORRELATION COEFFICIENT (SR).

IR SVM x> GR IG Relief
079 074 086 090 086 094

The Kuncheva’s stability index (KI) allows to study the
stability of a feature subset that contains the top-k feature
lists. Table II shows the KI for the selection of feature subsets
with cardinality that varies from 10 to 1686.

TABLE II
STABILITY OF A SET WITH 50 TOP-K LISTS ASSESSED THROUGH AVERAGE
PAIRWISE SIMILARITIES WITH THE KUNCHEVA’S STABILITY INDEX (KI)
FOR DIFFERENT VALUES OF k.

k 1R SVM % GR 1G Relief
10 0301 0.026 0.785 0.785 0.785  0.746
50 0.633  0.097 0.829 0.829 0.829 0.676
100 0.743 0.175 0.839 0.840 0.837 0.691
200 0.852 0303 0912 0.845 0910 0.771
300 0765 0401 0847 0.799 0.839 0.842
400 0.693 0461 0.776 0.768 0.782  0.844
500 0.656 0510 0.758 0.801 0.774  0.841
600  0.631 0543 0.737 0.812 0.758 0.823
700  0.609 0565 0.715 0.790 0.744  0.820
800  0.590 0.587 0.681 0.783 0.733  0.786
900  0.575 0.600 0.655 0.786 0.720  0.753
1000 0.565 0.610 0.653 0.762 0.677 0.758
1100 0.553 0.614 0.674 0.702 0.643  0.797
1200 0550  0.632  0.690 0.639 0.616 0.884
1300 0.523  0.646 0.641 0.614 0563 0.930
1400 0473 0.662 0.568 0.609 0.520  0.900
1500 0388 0.674 0.518 0.563 0.512  0.887
1600 0316 0.684 0.531 0434 0539 0.752
1686  0.542 0959 0456 0473 0340 0.725
Av. 0.577 0.513  0.698 0.718 0.691  0.801

The analysis based on a single metric does not allow, how-
ever, to say anything about how similar the rankings provided
by the different algorithms are. Typical questions we would
like to answer are: (ii) Which feature selector algorithms work
similarly so that they can be considered equivalent?, (i) Which
feature algorithms provide very different rankings so that we
have to evaluate their quality to induce a good performance
classifier?, (iii) Which algorithm is more stable for a certain
range of k values?. Analyzing directly the results gathered in
Table II does not seem straightforward.

B. Visual-based Stability Analysis

1) Simple plots: A simple plot helps to see the relative and
absolute stability of the feature selectors. Fig. 2 highlights that
their relative stability changes with the value of k. In general
terms, Releif appears to be the most stable algorithm. Note
also that the stability of the SVM feature selector for low
values of k is very low. No reliable information of the most
important regions of the spectrum can be extracted from just a
single run of the algorithm. It would be desirable to aggregate
the rankings in order to get a more representative ranking.
Likewise, 1R has also a high margin of stability improvement.

2) Assessment and visualization based on MDS: Multi-
Dimensional Scaling (MDS) [9] is used in this section to
visualize both the feature selectors as well as a completely
random selector in a graph so that comparisons between all
of them can be established.

All the results gathered in the experiment can be interpreted
as a set of 300 points (6 algorithms x 50 runs each one) defined
a 1687-dimensional space. These points are projected to a 2D
space using MDS. The distance between points is calculated
with the Spearman’s rank coefficient and the stress criterion
is normalized with the sum of squares of the dissimilarities.

After the projection, each outcome of the algorithm is
represented by two coordinates (x,y) and the similarities
among feature selector can be analyzed in Fig.3. In terms of
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Fig. 3. MDS plot of the Feature Ranking Algorithms

stability we can see that the points that correspond to Releif
are much less scattered than the rest. In other words, this is the
most stable algorithm. The outcomes of SVM and 1R appear
to be very scattered, what indicates their low stability. This
graph allows to see that InfoGain generates similar ranking to
GainRatio and x? and that they can be considered equivalent
in this context.

The ranking results can be also organized as a set of 6
points (6 algorithms) defined in a (1687 ranked features x
50 runs). An extra point corresponding to a random feature
ranking algorithm can also be generated through simulation.
Fig. 4 shows the distance to the Random selector. Releif is
the most distant to a trivial random feature ranking algorithm.
The figure also indicates that the ranking yielded by Releif is
very different from the one generated by SVM and the other
equivalent group (InfoGain, GainRatio, x2). This suggests
that the rankings should be evaluated in order to determine
the quality of the selected features to predict the target class
(EM,MR). This is crucial in order to provide the veterinarian
experts with reliable information about the most important
regions of the spectrum, and not only with the most stable
top-k list.
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Fig. 4. MDS plot of the Feature Ranking Algorithms

C. Classifier Performance

A Multilayer Perceptron (MLP) has been used to classify
the spectra. We evaluate a three layer network with a logistic
sigmoid activation function for the hidden and the output
layers. The (MSE, Mean Square Error) is the cost function
minimized in the training stage. Several combinations of
neurons in the hidden layer and different number of training
cycles have been assessed with all the descriptors, in order
to find the optimal network configuration (700 training cycles
and 10 nodes in the hidden layer). The classifier error rate is
estimated using 10-fold cross validation and the results shown
in Table III are the average of 10 runs. Table III records the
error of a classifier trained with the top-k features selected for
the different ranking algorithms. The ranking used resulted
from the aggregation of the 50 rankings by computing their
median value.

TABLE III
ERROR RATE (IN %) FOR DIFFERENT FEATURE SELECTION ALGORITHMS.

Nmero

of features X2 GI GIR Relief IR SVM
20 16.64 1948 17.69 1592 17.3 11.11
40 1446 1354 16.81 1526  16.08 10.62
80 14.08 13.75 19.42 16.12 14.61 10.55
160 1256  13.11  15.67 17.6 1240 943
300 12.64 1281 17.18 1721 1342  8.20
600 13.11 13.18 13.87 1242 1086  9.07
900 1346 1358 1271 10.45 9.50 8.71
1200 11.76  11.61 12.17 9.54 10.24  8.92
1500 10.29  9.70 10.27  10.00 9.54 9.46

As the previous analysis based on the MDS projections
revealed, GI, GIR and X2 lead to similar performance since
their rankings are very similar. Selecting the features according
to Releif allows to get a classifier with lower error (9.54% with
1200 features). The ranking carried out with SVM, however,
gets the lowest error, even though it is the least stable. Thus,
the error is 8.20% with the top-300 features selected by the
SVM feature selector algorithm.

Figure 5 plots the average spectrum of the omental fat
dataset. Features are coloured according to their rank (median
rank in the 50 runs): in black the regions with lowest rank
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Fig. 5. Omental Fat Spectra. Ranking of the feature selctor algorithms Releif
and SVM is shown. In black the regions with lowest rank and in light copper
the ones with highest rank.

and in light copper the ones with highest rank. Even though
the Releif algorithm is more stable, the ranking generated by
SVM is more reliable to discriminate the fat samples. Feature
ranking stability and its quality to induce good performance
classifiers should be studied together for real practical ap-
plications. Information about the most discriminant regions
of the spectra is useful to interpret what fat acids establish
differences between animals reared by maternal milk and by
milk replacers.

VI. CONCLUSION

In this work, we study the problem of robustness (or
stability) of feature selection techniques. Based on several
outcomes of a given feature ranking algorithm on slightly
different data sets, traditional evaluation estimates its stability
by computing an scalar metric. This can be viewed as a
projection to a 1D space. We propose a graphical approach
that works in 2D or 3D in order to evaluate not only the
stability of the algorithms but also its similarities with other
algorithms. Moreover, this enables to exploit the human visual
capabilities in order to analyze the ranking or feature subsets.

We illustrate this technique on a fat spectra data set from
suckling lambs (ones reared by maternal milk and others by
milk replacers). This graphical approach based on a MDS
projection allows to see at a glance and in a single picture
that: (a) the most stable algorithm is Releif, (b) the most

inestable is SVM, (c) the rankings yielded by IG, GR and
x? are very similar so that they can be considered equivalent.
(d) The before mentioned group leads to a ranking that is very
different to Releif and SVM.

Veterinarian experts are particularly interested in identifying
the most discriminant regions of the spectra. Therefore, the
predictive power of the top-k features using a neural network
is evaluated as well. Experimental results show that stability
and classifier performance are not linked together: in this
case, the least stable algorithm leads to the most accurate
classifier (on average). Future work includes the study of
ensemble strategies to increase the stability of feature ranking
algorithms, in particular those that have a high margin of
improvement and evaluate the effect this has on classifier
performance.
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