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Abstract—In this study, a network quality of service (QoS) The proposed system utilised a FCM method to asalys

evaluation system was proposed. The system usethhication of
fuzzy C-means (FCM) and regression model to analpseassess the
QoS in a simulated network. Network QoS parameiEraultimedia
applications were intelligently analysed by FCM staring
algorithm. The QoS parameters for each FCM clusésitre were
then inputted to a regression model in order tontifyathe overall
QoS. The proposed QoS evaluation system provideddabie
information about the network’s QoS patterns andetaon this
information, the overall network’s QoS was effeetivquantified.

users’ network behaviors and traffic-load pattdyased on the
measured traffic data of an IP network. Analyssihs can be
used to assist administrators to determine effiademtrolling
and configuring parameters of the network managerfign
FCM was also used to cluster network traffic anddpce
application profiles which contained significanfarmation
about the current status of the network in ordemi@nage
network resources [2]. In wireless sensor netwoaks FCM
algorithm was used in order to create clusters whétuced

Keywords—Fuzzy C-means; regression model, network qualityne spatial distance between sensors nodes [3].F&M

of service

|. INTRODUCTION

clustering algorithm was also developed to deteetting
attacks caused by abnormal flows in a wireless @ens
network. The study demonstrated that FCM can belaable

HE growth in transmission of critical real-timeigq| for intrusion detection [4].
applications such as videoconferencing and VoIPr ove Hgwever, none of the previous studies have addiethee

computer networks means that their qualities ofiser(QoS)
needs evaluating in an effective manner. The etialuaf
QoS is currently carried out either by analysisn@asurement
techniques. The analysis techniques are used twiegahe
characteristics of the traffic [1-4], whereas theasurement
techniques are applied to determine how well thevoek
treats the ongoing traffic [5-12].

The contribution of this paper is the developmehtao

use of FCM to cluster QoS parameters (delay, jiteerd
packet loss ratio). A novel aspect of our studyhiat QoS
parameters of multimedia applications were intekidy
clustered. In situations such as network QoS, FGirdahm
can be an efficient technique to cluster QoS padtdecause
the natural characteristics of network QoS paramepartly
cover more than a single cluster.

The generated clusters by FCM in turn allowed tleSQ

mechanism that combines analysis and measuremeakameters for each cluster centre to be combingettier. A
techniques to evaluate QoS. The analysis technigsebased regression model was developed to combine the QoS
on Fuzzy C-Means (FCM) clustering in order to diemothe  parameters (i.e. delay, jitter, and packet loswydor each
characteristic information from network QoS paragmetand cjyster centre to estimate the overall QoS. Thibesause a
based on this information; a regression model wasldped single QoS parameter could not reflect an appboai
to quantify the QoS in order to determine networkansmission requirements [12]. For instant, dejater, and

performance.

Pervious published studies have analysed netwaffictr
based on several mechanisms. FCM is one of thoetple
techniques used to analyse the statistical chaistats of
network traffic. Several studies have addressed ude of
FCM clustering in network traffic domain. For instz, a
network administrator assistance system was prapbased
on FCM.
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packet loss ratio could all have significant effect VolP
quality.

Regression model is a widely employed statisticathmd
due to its effectiveness for creating functiondhtienships
among variables [13-14]. A number of studies wenedeicted
based on regression models in network domain.risbamnce, a
regression model was used to predict the collisiatio,
collision rate variation, and queue status ratigarticipant
wireless nodes in a mobile ad-hoc network and to
subsequently adjust the Contention Window (CW),
Distributed Inter-Frame Space (DIFS) and transmoissate in
order to improve the network performance [15].

Regression models were developed from simulataia tb
predict network behaviour in terms of throughpugam delay,
missed deadline ratio, and collision ratio. Theralleresults
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showed that the predictions were within the exmkcte 1

confidence interval [16]. An adaptive regressiogoathm
was proposed to monitor two arbitrary sensor noded
dynamically learn the linear relation among
measurements. Subsequently, the algorithm eliminabe
redundant node, and estimated the deficient dataowt the
need for base station assistance. The simulatBuitseshowed
that the proposed scheme could save significantuamof
energy in a dynamic environment [17].

This paper is organized as follows: section Il ek
Fuzzy C-means clustering algorithm, regression roated
QoS parameters included in the measurements. 8Selitio

explains the clustering of QoS parameters using FCM

algorithm and how regression model was devisedusmtify
the overall QoS. Section IV describes network satioh and
traffic models. The results are discussed in sectioFinally,
conclusion is provided in section VI.

Il. THEORETICAL BACKGROUND

A. Fuzzy C-means Clustering Algorithm

Fuzzy C-means (FCM) clustering algorithm can bengef
as a mechanism to discover certain features in ef slata and
classify each element of data into a number oftefsswith
different degree of memberships [18-19]. The opemnabf
FCM is as follows:

Xis matrix of sizen XN.

X11 X12 X1N

X21  X22 XoN
X = : : . :

Xn1  Xnz2 - XnN

Eachx; € RP,j =1,2,...,n is a given set of feature data

representing by a number of featuped=CM operates on the

matrix X and minimises the FCM objective function given in Whereb = {by, b,, b,, ...b,} are the regression coefficients

Equation (1) in order to partition matrkinto C clusters.

JXU0,v) = ii(uu)m Di; @

i=1j=1

their

— (2)
c (”"j - ”i”)m_l
T\l =]
where 1 <i <(C,1 <£j <nThe clusters'
V = {v,,v,,...,v.} are calculated according to Equation (3).

m
2j=1(hi) %)
i = Tan ;. am Vi
j=1(Hif)
The distanceDl-zj is the Euclidian distance betwegyto the
centrev; of clusteri which defined by equation (4).
2
D = |l — will )
Equations (2)-(4) are repeated until the maximuminer
of iteration is reached or the objective functiomprovement

between two consecutive iterations is less thanmiemum
amount of improvement.

Hij =

1,..,C (3)

B. Regression Models

Regression models aim to analyse the relationséiyden
several variables. One variable is considered tddpendent
or response variable and the others are considerebe
independent or descriptive variables [13]. EquafB)ndefines
the regression model between dependent variapjeafd
independent variablesy, x,, ...., x,,) as follows:

y=by+byixy +byx,+--+byx, + e (5)

In vector notation, the regression model can bé&avrias in

equation (6).

V1 1 %1 X b, ey
= | ©
Yn 1 Xin o Xpp b, €n

Or Y=Xb +e

determined from recorded data amdis a column vector of
error terms. The regression coefficients are catedl using
equation (7).

b=XTX)"'xTy 7

The valuem controls the degree of fuzziness for the The vector of residual (i.e. error terms) is givsnequation

membership of the cluster whearee [1, «]. As the value ofn
decreased, the membership of the cluster beconesgrcto
the binary clustering.

U is the membership matrix expressed as:

Mg Mz Haw
U= H?1 P—Ezz HzEN
Hni  Hnz - Hpw

Each value of matrixJ indicates the degree of membership The prediction accuracy of regression model

(8).
e=Y—-Xb (8)
In order for the regression model to be valid andurate

predictor, there are some assumptions that needdeto

followed. These are [14]:

o XandyY are linearly related.

» Xis non-stochastic and measure without error.

» Errors are independent and normally distributed.

centres

can be

between vectox; and cluste; and must meet the following ,aasured using correlation coefficient.
criteria:
. w; €[01],v;=1,..,C,v;=1,..,n
. Y =1L Vv=1.,n

During the clustering process, the elements Wfare
updated using Equation (2).

The valué o
correlation coefficient §) is between 0 and 1. The values
closest to 1 indicate a perfect correlatishereas a correlation
less than 0.5 would be described as weak corralatibhe
correlation between the actual val@gg) and predicted
values(yp) can be calculated using equation (9).

XVai = Y) Vpi = Vp)

VEOu — V22 Xk — V5)?

€)

ya.yp —
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where y,is the actual valuey, is the mean of the actual overall QoS. The QoS parameters (i.e. delay, jited packet
values,ypis the predicted value, an@; is the mean of the loss ratio) for each cluster centre were combinsithgu the
predicted values. developed regression model. The devised regressiodel
processed the inputs of each centre and estimagdverall

C.An Overview of QoS Parameters QoS. The following subsections explain this operati

In this study, VoIP traffic was considered becaiitse

sensitivity to QoS parameters such as delay, jited packet SO o
loss ratio. Table | illustrates the QoS requirersenit VolP £ & @
where delay, jitter, and packet loss ratio requeeta are L e g
listed [20]. £
<
TABLE |
VOIP QOS REQUIREMENTS
Range Delay(ms) Jitter(ms) Loss ratio (%) l ¥ l
Low (good quality) 0-150 0-1 0-2 [ Delay ] [ Jitter ] [ Packet loss ratio
Medium(average 150-400 13 2.4
quality) ‘L l y
High (poor quality) >400 >3 >4
Fuzzy C-means (FCM):
. o Classifies QoS parameters into three clusters
A brief description of QoS parameters as follows[21] :
L] i i 1 1 C t l
Delay: th!s is defined as the glap_sed time fo_r a patket Centres of the ngtiz
travel from its source to its destination. Delaycalculated clusters .
using equation (10). Centrei
D=R-S (10)
) 4 Regression Model:
where,D; is the delay for thé packet and® and§ are the Assess the overall QoS for centrel, centre2, ... andntrei
arrival and sending times of tif& packet respectively.

« Jitter: it is the absolute value of the variations inaysl {;

between two consecutive packets for a given trafifiov. ~
- - i utcomes:
Equation (11) is used to calculate the jitter. [ pessssat o tor LI e }
3 =|Di.Di.1 | whilei>0 (11)
where, J; is the jitter of that™ packet,D; andD;; are the Fig. 1 QoS Evaluation System

delay of two consecutive packets.
» Packet loss ratio this is defined as the percentage of
transmitted packets failing to reach their destimat. Packet
loss ratio is calculated using Equation (12).

A. QoS clustering using Fuzzy C-means Algorithm
FCM was developed to partition the QoS parametérs o
VolIP applications (delay, jitter, packet loss) imtasters. This
classification provided an informative view aboutffic
S R,(6) behavior gnd consequently discovered valuable rimdion
— 25'(0) 100 (12) from ongoing traffic.

l The values of QoS parameters (delay, jitter, ardkgtaoss

where, PLR;(t) is the percentage loss ratio during & ratio) were measured using equations (10), (113 €ir2)

interval. ¥ R;(¢t) and. S;(t) are the total number of receivedrespectively. The measured values were represémteaitrix
and transmitted packets during thd' time interval notation to be used as inputs to FCM algorithmotiews:

respectively. Dy J1 PLR,
D, ], PLR,

PLR,(t) = (1

QoS parametres =
Ill. DESCRIPTION OFPROPOSEDMETHODS

A schematic diagram of the proposed network QoS where D,, ], PLR; ,i = 1,2, .
evaluation system is shown in Fig. 1. The systerasus o .
combination of FCM algorithm and regression model t
evaluate network QoS.

The QoS parameters (i.e. delay, jitter, and paldest ratio)
were obtained from the generated trace file of dimulated
network. The extracted QoS parameters were thed ase
inputs to the FCM algorithm to be clustered. Thaties of
generated clusters by FCM were then used to quatiiié

Dy Jn PLR,
.,n are the measured delay,
jitter, and packet loss ratio respectively. FCMsveanployed
at predefined time interval (i.e. every 50 secondEhe
exponent value for partition was 2 (i.e. m=2). Th&ue is
suitable for fuzzification [1]. The maximum numberf
iterations was 200, and the minimum amount of inaproent
was le-5. These parameters were chosen experitgengl
different values were experimented to monitor thé
clustering response and the best values were edlethe
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clustering process of FCM terminated when it redchee
maximum number of iterations or the objective fiorct
improvement between two consecutive iterations less than
the minimum amount of improvement.

The FCM algorithm produced three clusters classifjthe
QoS parameters into three levels low, medium, agl.The

: : b,
QoS, PLR,11b,4 en

where D;,J;, PLR;,Qo0S;,i =1,2,..,n are delay, jitter,

packet loss ratio, and overall QoS respectivele fidgression

QoS;1 [l Dy Ji PLR,[bo] T[e
lQoszlll D, J, PLRZN lbl e,
1 Dy Ju

number of cluster<C was chosen based on Xie-Beni indexcoefficientsb,, by, b,, b; were determined from the recorded

cluster validity method [22]. Equation (13) defingke
function of Xie-Beni index method.
2
Tiea Xy wij?llvi- %]
. 2
nming j|lvi—vj||
The optimal number of clusters was three, assatiaiéh

S =

data using equation (7). The vector of residuad. (error
terms) was then calculated using equation (8). Gdteulated
errors were normally distributed indicating thae tmean of

(13) error termse;, i = 1,2, ...,n should be zero. This implies that

the estimated regression model determined wadlas/fo
QOSi = b0+b1 *Di+b2 *]l+b3*PLRl

small Xie-Beni index5=0.0014. Each cluster was represented \here QoS;,D;,J;, PLR;,i = 1,2, ...,n are the overall QoS

by its own centre as follows:

Doy Ja PLRy
Clusters centres = |Ds;  Jeoo PLR(,
Des Jes PLRg3

where D,;,J.i, PLR,; ,i = 1,2,3 are the centres of delay,

jitter, and packet loss ratio for each cluster eetipely. The

delay, jitter, packet loss ratio fof*packet respectively.

V. MODELING AND SIMULATION

A. Network Model
A wireless-cum-wired network topology illustratedkig. 2

centresD,;,J.i;, PLR.; ,i = 1,2,3 for each cluster were thenwas simulated using the Network Simulator- 2 (ng23].

combined using regression model in order to quarttife
overall QoS.

B. QoS assessment using Regression Model

Due to the relevance of VolP quality to the QoSapaaters
(delay, jitter, and packet loss ratio) as showTable I, the
values of independent variableg,,(x,,x;) in regression
model were represented by delay, jitter, and palthest ratio
respectively and the values of dependent variap)ewere
represented by the overall QoS. The values of Go8npeters
(i.e. delay, jitter, and packet loss ratio) werdanied using

The network topology consisted of 8 wireless no@ewired
nodes, and 2 base stations. The bandwidth of wired
connections was 5 Mbps and 2 ms propagation ddibg.
WLAN was based on IEEE 802.11e standard and
implemented enhanced distributed channel accessCAED
technique. The main parameters that modeled theless
channel are presented in Table Il [24].

The queue management mechanism was Drop-Tail and th
gueue size was 50 packets. Different types of itraffere
transmitted over the simulated network. These w¥@P,
video-conferencing and best effort traffic. ConstBit Rate

equations (10), (11), and (12). These values wéen t (CBR) traffic was adapted to model VolP, videocoefeing,
normalised in order to have the same contribution fang data. VolP modeled as G.711 voice encodingnselveith

measuring overall QoS. The normalisation processidered
limits for QoS parameters where the overall Qofadsr. For
VolP, these limits are 600 ms for delay, 5 ms ifiberj, and 6%
for packet loss ratio.

The regression formula was calculated based on Q?’%

requirements listed in Table | in order to provitie outputs
that reflect the overall QoS. The QoS parametemsvehin
Table | were categorized as: Low, Medium, and Highe

160 packet size and 64 kbps generation rate. Tokepaize
of the video traffic was 512 bytes and the intecksd interval
was 10ms. This generated a packet transmissionofad&4
kbps. The best effort traffic was modeled usingfedént
cket sizes and generation rates that correspored@eon-
video-conferencing or VoIP usage. All traffics were
transmitted using UDP.

The simulation time was 500 seconds. Simulationsewe

overall QoS on the other hand was classified asdGoqepeated 10 times for each experiment. Each tirddferent

Average, and Poor quality corresponding to thegmates of
QoS parameters. The overall QoS spans between QU%)L

initial seed was used in order to randomly managiehvnode
transmitted first as all the nodes were requesigdansmit at

Low QoS parameters (i.e. delay150 ms, jitter<1 ms, and 3 given time. The randomness introduced usingdifierent

packet loss ratio= 2%) corresponded to good overall QoSseeds avoided the bias of random number generation.
which ranged between (67%-100%), medium QoS pammet

(i.e. 150 < delay=400 ms, 1 < jitter<3 ms, and 2% < packet
loss ratio< 4%) corresponded to average QoS (i.e.33% < QoS
< 67%), whereas high QoS parameters (i.e. deld@Gms,
jitter > 3 ms, and packet loss ratio > 4%) cqroesled to
poor QoS (i.e. Qo0& 33%).

The QoS parameters and the overall QoS were then
arranged in matrices to feed them to the regressiodel as
follows:
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Wired Network

Fig. 2 Simulated network

TABLE 1l
IEEE802.1E PARAMETERSV ALUES

Parameter Value
SlotTime 20 usel
SIFS 10 usec
Preamble Length 144 bits
PLCP Header Length 48 bits

RTS Threshold 3000 bytes

PLCP Data Rate 1 Mbps
Data Rate 2 Mbps

B. Network QoS Settings

The transmitted traffic (VolP, video-conferenciragd best
effort traffic) were mapped into three access aaieg (ACs)
to represent three priorities level as shown inlg@ab. VVolP
had the highest priority, whereas best effort tcaffad the
lowest priority [25]. However, due to the high siémgy of
VoIP quality to the QoS parameters as shown in &apin
this study, the quality of VolIP traffic was evaledt

TABLE I
IEEE802.1E ACCESSCATEGORIES
AC AC; AC; (best
Parameters (Vong) (Video- effort
conferencing) traffic)
Arbitration Inter-Frame 2 2 3
Space (AIFS)
Minimum Contension
Window value (CVimin) 7 15 sl
Maximum Contension
Window value (CWas) 15 31 1023
Transmit Opportunity
TXOP (ms) 3.008 6.016 0

V.RESULTS ANDDISCUSSIONS

A.FCM Clustering Algorithm

FCM was applied at predefined regular time intesyaét to
be 50 seconds. FCM analysis results are showngn3riThe

values of QoS parameters (i.e. delay, jitter, andkpt loss

ratio) of transmitted VolP were grouped into thi@asters
representing
respectively. Each cluster was represented lowits centre.

The fuzzy partition matrix produced by FCM algonith
indicated that each value of QoS parameter hadgeedeof
membership to different clusters. Fig 4 shows tegree of
membership between a sample of delay and the pedduc
clusters. As indicated by the figure, each valud diferent
degree of membership to the three clusters betleand 1
with the total being 1. This feature made FCM aushle
clustering tool, because the characteristics of Qaameters
do not allow crisp (binary) partition.

During the clustering process, the objective fuorcti
clarified the progress of FCM clustering algoritlamross the
iterations as shown in Fig.5. The clustering preces FCM
stopped when it reached the maximum number oftiters or
when the objective function improvement between two
consecutive iterations was less than the predefinmimum
amount of improvement. As shown in Fig. 5, FCM giegh
when the objective function improvement between two
consecutive iterations was less than le-5 (preseimuam
improvement). This value was chosen experimentatly the
best value was selected.

Fig. 6 illustrates the centres of the clustersS0rseconds
time intervals. The FCM algorithm classified the o
parameters of VolIP into three levels at each timterval.
During the first third of the simulation, three &ipptions were
transmitted over the network (two VolIP, and oneewid
conferencing). During this interval the network wealsle to
meet the QoS requirements of the VolP applicatibhe
values of delay, jitter, and packet loss ratio watréow range
of QoS parameters. As the number of transmittedicgijpns
increased to four VolP, video-conferencing, andt keffort
traffic during the second third of the simulatidhe values of
QoS parameters were increased accordingly. When the
network load became heavy during the final third thé
simulation, the network was incapable of meetingerev
minimum QoS requirements for VolP application. Matues
of QoS parameters were in the high range, 600 mddiay, 5
ms for jitter, and 6% for packet loss ratio, indicg poor
quality of VolP.
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=
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Fig. 5 The progress of objective function

QoS parameters of VoIP
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Fig. 6 Clustering QoS parameters of VolP

B. Regression Model

Fig.7 shows the results from the devised regressiodel.
The results show the predicted QoS for clusterdresrfor
each time interval. From the figure, it can be obsé that the

In other words, as the values of QoS parametergased,
the values of overall QoS decreased accordingly.

The results obtained from the devised regressiomleino
were compared using another assessment methodthee.
developed Fuzzy Inference System FIS mechanism for
quantifying QoS) [12]. FIS consisted of four main
components: fuzzification, fuzzy inferencing, fuazyes, and
defuzzification. The inputs to FIS were delay, €jitt and
packet loss ratio. The output produced by FIS kasaverall
QoS [26]. Fig.8 shows the results obtained frons FI
mechanism.

From Figs.7, 8 and the values of expected QoS geavin
Table 1V, it is indicated that both assessment odgh
provided results which were comparable. Althoughmeo
outputs were slightly different, they are in thengaregion (i.e.
poor, average, or good). The discrepancies weredlthe fact
that each method followed a different operationwideer, the
values of QoS obtained from devised regression imode
spanned between (0%-100%) whereas the range ovglu&s
produced by FIS was between (10%-90%). This indg#tat
the devised regression model could provide moreurate
results.
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shown in Fig.6.

Fig. 8 The QoS of VolP using FIS mechanism
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TABLE IV
QOS PARAMETERS AND THE EXPECTEDQOS USING FUZZY INFERENCE
SYSTEM AND REGRESSIONMIODEL

QoS parameters Expected QoS

Delay(ms) ilrtntg Prz(t:ilée:%ss me(!:r:z?nism Qossig?é?tion
16.70 1.06 2.13 74 81.52
16.49 3.19 0.65 59.83 53.71
16.13 14 1.46 721 78.6
16.15 1.30 1.71 70.15 79.17
65.55 4.93 3.50 9.29 16.79
288.22 4.94 5.17 9.29 7.64
289.94 4.64 5.09 9.57 12.43
339.43 5 4.49 9.28 8.1

600 5 2 9.28 12.12
600.00 5.00 5.99 9.28 1.01

The regression analysis shown in Fig. 9 indicatest t
regression model was strongly correlated with funfgrence
system. The prediction accuracy of regression moades

measured using correlation coefficient.

correlation coefficient (R) was 0.94 indicating d&gth
correlation.

Fuzzy Inference System

100

T T
e} Fuzzy Inference Systen
Best Linear Fit

— — — QoS Evaluation System

o20nH
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30

20

10

T

|

|

i

|

1
o 10 20 30 40 50 60 70 80 920
QoS Evaluation System

Fig. 9 Comparison between QoS assessment methady. f
inference system, and QoS evaluation system
VI. CONCLUSION
This study presented a new QoS evaluation sys#em.

combination of fuzzy C-means and regression modeal used

to

analyse and measure the QoS of VolIP trafficstratied

over a simulated network. The robustness of FCMdpe
with imprecise QoS patterns made it an en excetlerstering
mechanism. The values of QoS parameters of tratezit
VoIP were classified into three clusters represgntiow,
medium, and high values of QoS respectively. Hgrassion
model in turn combined the QoS parameters (i.eyégitter,
and packet loss ratio) for each centre of genereltexdiers and [20]

produced a single value that represented the dv@a8. The
overall QoS was a good indication of network perfance.
The overall QoS can be used to monitor the netveord to
avoid congestion.
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