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DMC with Adaptive Weighted Output
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Abstract—This paper presents a new adaptive DMC controller Lots of research efforts were focused on usingficieti

that improves the controller performance in caseplaint-model
mismatch. The new controller monitors the plant sneed output,
compares it with the model output and calculateghis applied to
the controller move. Simulations show that the reamtroller can
help improve control performance and avoid insigbih case of
severe model mismatches.
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|. INTRODUCTION

N many industrial plants, distributed control sysse(DCS),
mainly composed of PID controllers, have been used

neural networks in online model identification inlaptive
MPC, especially for nonlinear applications [2-4). [b], Xue
M., et al. described an adaptive MPC based on fuzzy
compensation mechanism. In [6], a different techaigvas
adopted by measuring time domain modeling erroicatdrs,
and applying updates to a parametric DMC througiear
regression equations and a fuzzy system. In [10thdws
proposed using a sliding mode controller in paraliith
MPC. The role of the additional controller is tooguce a
control action that compensate the process nomltresaand
hence improve robustness.

This paper presents a new adaptive MPC scheme vehere

control the process. The continuous need to inerea8uUpervisory module inspect the plant measured oudfter

productivity, improve efficiency, and the challesgsmused by
process disturbances, process nonlinearity, vagidancraw
material quality, have motivated the use of advdno®cess
control (APC). Among different APC schemes,
predictive control (MPC), has received the moseraton
especially in refining, petrochemical and chemicalustries
[1]. Dynamic models play a central role in the MP
technology. Imprecise model can significantly delgraontrol
performance and may lead to plant instability. Timest
difficult and time consuming work during an industrMPC
project is modeling and identification. It is essited that up to
80% of time and expense in the design and ingtaabf
MPC is attributed to modeling and system identtfora [1].
Model is usually identified by applying a step charon each
manipulated variable (MV) and record the changealh
controlled variables (CV). This process should bpeated
several times at all operating ranges to reach rsisent
dynamic model. The accuracy of the model highlyethels on
the number of step tests done, the magnitude ofsthp
change, and the lack of external disturbances ocegss
instabilities. Process control engineers are uguaihllenged
by the restrictions imposed by plant operators e rtumber
of step tests and the allowed changes in contraliéhbles
making a precise model hard to achieve. Impreciselan
identification, in addition to plant nonlinearitiehave
motivated the research in adaptive MPC. In adagiirC, a
supervisory module is continuously collecting meaments,
estimating the process model
controller. Although the adaptive MPC describedkksimple
and reasonable, the difficulty is how to constrinet adaptive
MPC while maintain closed loop stability [7].Diffemt
techniques for adaptive MPC are well summarizddjn
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and updating the MPC

each change in controller set point and then amglights on
controller output to avoid the effects of plant rebohismatch.
The paper is organized as follows: Notation usethepaper
is presented in section Il. Section Il is dedidater a quick
overview on the theory behind a famous type of Mh is
the dynamic matrix control (DMC), while section ¥ptains
the new adaptive DMC proposed. Simulation resutid the
tonclusion are presented in sections IV and V respy.

1. NOTATION

Bold lower case letters are used for vectors whibdd
upper case letters are used for matrices. Thedtahtis used
to indicate that the variable is an estimated @denotation
used in this paper are given in Table I.

TABLE |
NOTATION

Symbol Description

Nv
E}

Delay operatc

Impulse response coefficients
Plant measured output
Controller outpt

Process gain

Process dead time

Process time constant

Q A dIXCK T

Measured disturbances

=

Reference trajectory or set point

Output weighting factor

el

A Move suppression factor

A.Basic concepts and equations

MPC refers to a family of controllers that usesiscibte
form of the process model to predict future valoka process
variable based on past values of controller outpbe main
idea behind MPC-type controllers is illustratedrig. 1 for a
SISO system[12]. At sampling time k, a set of m
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future manipulated variable moves (control horizame P m

selected, so that the predicted response oveita finrizon p J= Z(ri -y)6 + ZMuZ

(prediction horizon) has certain desirable charéttes. This =1 =1

is achieved by minimizing an objective function &&on the = (r — HAu)"Q(r — HAu) + Au"AAu

deviation of the future controlled variables fromdasired 4)

trajectory over the prediction horizon p and thatoal energy WhereAu is a control output vector of size m, r is thepsant
over the control horizon m. The MPC optimization issector, Q and\ are diagonal matrices for the input weighting
performed for a sequence of hypothetical future¢rmbmoves and move suppression respectively and are considase
over the control horizon and only the first move iduning parameters. Differentiating and equatingeo:
implemented [13]. The problem is solved again mietik + 1 Au = [HTH]"'H"(r, — y,)

with the measured output y (k + 1) as the newisgupoint. =W.(1, — ¥,) (5)
Model uncertainty and unmeasured process distudsante Only the first calculated move is applied to tharpland can
handled by calculating an additive disturbance &g tbe calculated using the first row of the matrix Ménce,
difference between the process measurement anddokel Am, = Wy. (1, — ¥,) (6)
prediction at the current time step.

whereW, is a vector representing the first row of matfiix

Past Future

) , Since the current measured valugiy used to estimate the
Setpaic future move, the controller is able to account foodel
““““ T Tt TTgOo-e mismatch and the offset error will finally reducezero.
°
o © P B.Effect of model-plant mismatch:
o]

wl © Although the DMC can generate offset free respansm

o©° (ki) in the presence of model mismatch, the latter cagratle the

. 4,—|_|_|_|_|_|— overall controller performance. Many researcheuslistl the

|ﬁ effect of model plant mismatch (MPM) on MPC and htaw
] T T T T T T T T develop performance assessment indicators [8,9]. To

ko kL ktm kip

demonstrate the impact of MPM, assume that a piant
' prm—— > represented in s-domain by a first order plus dé&atke
| . (FOPDT) model expressed as:

I rediction horizon —
Fig. 1 Graphicalprepresentation for MPC y = k. e” 7

(1 +7s)

MPC algorithm can be easily extended to control MM Where k is the process gaih,is the dead time andis the

processes, subject to numerous disturbances araimigally time constant.
varying constraints. Based on the model used, reifteMPC Fig.2 shows the plant measured value when the DiakCa
algorithms are described in literatures [11]. Dyamatrix perfect model compared to DMC with MPM (+10% in rgai
control DMC is a widely used algorithm developed®@ytler and -10% in time constant).
and Ramaker in the seventies. The DMC uses a sggomnse
model which consists of values representing the steponse
of the model

1 T

Model Mismatch 7

h = [hy hy hy .. hy)] a

where p is the prediction horizon. ,

The future process values can be predicted by: Pyfect Model ]

y=HAu+d 2) .

Where u is the future controller moves, d is thenaasured
disturbances and H is the dynamic matrix. If thentcm
horizon equals to m, H can be constructed as:

Fig. 2 Effect of model mismatch on control perfonoa

h 0 0 0 IV. MPCWITH ADAPTIVE WEIGHTED OUTPUT
1 .
h, h 0o . . 0 Now, assume that the controller output is appliedhe
hy hy hy . . . plant model used in the design phase as well asetiieplant
H=1h n h () asillustrated in fig. 3
4 3 2 .. . .
Llp hp—l hp—z hp—m+1‘

Assuming that the future set points are known an@, the
controller can estimate the optimum future movey, b
minimizing a cost function defined by:
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L yllat second peak
. MPC Controller u Plant y b = -~ (15)
|at second peak _
up—a.u
Once a change in set point is detected, weights are
ol recalculated and the result is multiplied by theresl values
ant model —> y_hat ) ) )
for a and b. Weights updating can be stopped oncertain

criteria on overshoot is achieved.

To illustrate the idea of output weighting, considen
FOPDT system defined by = 6.5, 8 = 10s andt = 30 s,
controlled by a DMC modeled b =5, 6 =10s, and

Fig. 3 MPC controller output applied to plant aranp model

y andy can be represented by:

N t=42s. Fig. 4 shows the trend for , §, y' andy’ for
Vi = zhf'“k-i (8) a=0.626 and b=0.635. Note that at the third settpchange,
i=1 y' and y' become superimposed and thasand b stop
N updating. Note also that the first overshoot carbeotivoided
P :ZEL_ Up—; (9) for fast processes or in case of large dead timegoad
=1 approach is to apply small steps to controllepsatt until the

First consider the case where the process gain tamel control performance become satisfactory.
constant are matched and the dead time in the misdel - :
underestimated. Then: +

T
|
,,,,,,,,, T S

h=z"h

(10) A

It can be easily shown that if the controller odtiswdelayed

by n,y andy will be identical.

B —_—_ 4 — =

L [ |

If the adaptive controller detects a delay n betweandy, it o
should respond by delaying controller output byamples. CEE
The time gap created in controller output shouldilted by
repeating the last output before detecting the mismin dead
time.

g -+ -+ -+ -+ -} —

8-

Now consider the case where the model has a mikmatc
both gain and time constant and assume that thribtd the
plant is subjected to a nonlinear transformaticrhghat:

U (1) = (a.u(t —n))” (11

The adaptive problem can be defined as finding, &y such
that:

~ 9 M —~

y~ytc (12 Fig. 4 (a) Plot foy andy (b) Plot fory’ andy’
where c is the offset error betwegnand y due to model
mismatch. _ ) _ Fig. 5 illustrates the proposed adaptive MPC.
Equation (12) can be represented in the followihgraative
form: \‘

dy dy - u y

it (13) : comesier ] 2Bt
If b=1, it can be easily shown that for unit stdparge the
optimum value of a can be calculated as:

y_hat

!
Y e i
_ at first peak (14} Model

- yllat first peak
It is worthy to note that the weigh&™ is enough to avoid
overshoots and the final controller response wik b

satisfactory. Parameter b can be selected to inepomtroller ~ Following each change in the set point applied fte t
response in case of severe time constant mismatsough ~ controller, the supervisory module compageandy samples

experimental tests done on first order plants, n b @and decide the required changes in a and b weghtin
estimated using the following equations: parameters using the approach described earlier.

Fig. 5 Proposed adaptive DMC with weighted output
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V.SIMULATION RESULTS : I

All simulations shown in this section are performeging
Matlab MPC toolbox and the dmc function developefLé]. it

A.First order plant, unstable Controller :

Consider a first order plant modeled by=2, § = 10s
andf = 60 s and sampling time Ts=1s. If the real plant has.
k=28,0=10s andt = 36 s, the DMC will be unstable.
Fig.6 shows the simulation results for Adaptive giwed
output DMC compared to the conventional one. Ndise

added to controller output and plant measured value ! ‘ } } ! } ! ! !

Unmeasured disturbance is applied to the plant ubugt e D ! ! ! ; J [T ‘f
t=600s. The calculated weights are a=0.31, andS8=Crhis 7 ~L=aweser = -r-=-7- """~~~ ~ ] T
example shows how the proposed controller can imgro | 7 T S ) N
stability in case of severe model mismatch. ”””T”T”T’”] A N
B.Second order plant O /2 N N SN N S AU S

. | | | | | | | |
Consider a second order plant modeled as: p R R e R L e EE L T EEEE

3.4 Q0. 1 1 1 1 1 1 1 1 L
£+ S = o 100 200 300 400 500 600 700 800 900 1000

V() = T3 2052

If the real plant is defined by

YO = a0y

Fig. 7 shows the simulation results for AWO-DMC hvi
condition added to stop weight updates once ovetsi®
within accepted limits.

C.Overestimated Gain

In some cases the process gain is overestimatttk dime g w5
constant in underestimated in the model leading stuggish ~ Fig. 9 AWO-DMC for mismatches in Gain, time constand dead
response. Applying AWO-DMC can help improving the time
response. Note that in this case the weights aykehithan
one. Care must be taken to set upper limits aneémumte of VI. CONCLUSION
change for weights to avoid instability. Fig. 8 alsothe This paper presents a new approach in the implatient
simulation results for model described in simulatiéd when of SISO MPC controller. In this approach, approxina
the actual process gain is equal to 1.4, a=1.43and models collected form physical equations, dynamic

D.Mismatch in dead Time simfulations paclfjagest cs?t be used o_Iijre;tI)t/) to tbetpPolor

. . .performance and instability are avoided by usingiraple

- ConS|derA a stirring percess modeled as FOPDT usi aptation to controller output. The simplicity dhe
f=088, 6=40s and ="57s. If the real hplant h;]as calculations used allows the implementation of tustroller
Iscir;ullz.a(iiso% retgslitsg(;osr A?/Uglgl\;cs\llvfﬂy gllgt.tged ?ooil\;\lljsstr;t: on DCS currently used in industry. Adaptation caoally be
aqicomplished in one or two step changes. Calculateghts

o

100 200 300 500 600 700

how the mismatch in dead time was detected an

compensated.. The final weights calculated are789®, b=1 S ould pe cont.muously monitored a.”d can be heipfuiodel
and n=9. fine tuning. This approach can considerably saedalge cost

spent on online identification packages and on exp®cess
control engineers.

B T

|
I

L r L
— AWO-DMC]|

n
|
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