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Abstract—In this paper, a novel corner detection method is To achieve these kinds of criteria, a number ofneor

presented to stably extract geometrically importacarners.

Intensity-based corner detectors such as the Haoriser can detect
corners in noisy environments but has inaccurateecgposition and
misses the corners of obtuse angles. Edge-basedratetectors such
as Curvature Scale Space can detect structurakersotout show
unstable corner detection due to incomplete edgectien in noisy

environments. The proposed image-based direct tur/astimation

can overcome limitations in both inaccurate striadtcorner detection
of the Harris corner detector (intensity-based) #redunstable corner
detection of Curvature Scale Space caused by inetengdge

detection. Various experimental results validate nbbustness of the
proposed method.

Keywor ds—Feature, intensity, contour, hybrid.

I. INTRODUCTION
N interest point is one that has a location in sgagt no

detectors were proposed, such as the intensitydbasgroach,
contour-based approach, biologically motivated apph,
color-based approach, model- or parameter-basetbagn
segmentation-based approach, viewpoint invariamprageh,
and machine learning-based approach [4], [1]. imghper, we
focus on the first two approaches (the intensityeloaand the
contour-based approaches) since they are basiodtised
for corner detection problems. The Harris corngeder, one
of the most successful algorithms in the intenbaged
approach [5], is based on a matrix related to thecmrrelation
function. Corner points are detected if the autaation
matrix has two significant eigenvalues. Recergighmid et al.
improved the original Harris corner detector usin@aussian
derivative kernel instead of simple derivative la@id]. In this
paper, we call it impHarris. The impHarris shows thighest
repeatability among the conventional Harris, FaenstCottier,

spatial extent. The presence of interest points cditger, and Horaud corner detectors.

drastically reduce the required computation tingeswch, these
points are frequently used to compensate for maisiorv
problems such as camera calibration, 3D reconsgirycitereo
matching, image registration, structure from matiimage
mosaicing, motion tracking, mobile robot navigatiand object
recognition to find correspondences [1]. Many d#f& interest
point detectors have been proposed with a wide eraniy
definitions. Some detectors find points of highdbsymmetry
[2], [3], whereas others locate corner points. @oppints are
more frequently used to solve correspondence prudlas they
are formed from two or more edges that define thendary
between different objects or parts of the sameabbje

Corner detector should have to satisfy severadriait First,
all true corners should be detected. Second, rse febrners
should be detected. Third, the corner points shdadwell
localized. Fourth, the most important property oftc@ner
detector should be its high repeatability ratethkithe corner
detector should be robust with respect to noiseshmild be
computationally efficient [1].
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Likewise, contour-based methods have existed fétong
time. These were originally applied to line draveingnd
machine parts rather than natural scenes. Anotoeular
contour-based corner method is the Curvature SSplece
(CSS)-based algorithm [6]. Corner points are cumgaimaxima
of contours at a coarse level and are tracked ljoogl to the
finest level. The two sets are compared and clusedst points
are merged. Recently, He and Yung improved thara@SS
corner detector by introducing the adaptive cumeathreshold
and a dynamic region of support. We call this metimpCSS.

In this paper, we propose a novel corner detectpr b
combining the advantages of both approaches bycttire
estimating curvature on the intensity image usimgtial
filtering methods. An orientation field is obtainemhd a
curvature field is then generated by application af
approximated curvature estimation filter to thesotation field.
Local maxima and thresholding can detect strudiural
important corners for both structural and texturedges.

This paper is organized as follows. Section 2 érplthe key
idea of the proposed method including the overaltner
detection framework. Section 3 presents detailthefspatial
filtering and detection method for good corner deta.
Section 4 shows various performance evaluationsrasdits.
And finally, Section 5 concludes this paper.

Il. MOTIVATION AND PROPOSED METHOD

In this section, we briefly introduce corner detedbasics
and explain our key idea to improve corner detectio
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performance. We then present the framework of topgsed Ginkel et al. also proposed an image-based cumvatur
corner detection method. estimation method using geometric analysis and sdogood
A Related works performance on low signal to noise ratio but wealstrong

curvature [9].
This paper is motivated from well-known corner détes
such as the intensity-based impHarris [4] and agrb@sed 21 11 12]

1?3 -
impCSS [7]. In this section, we briefly introdudeetbasics of k X y(xlyz " Ixz;’yw y = 1)
x y

these methods. The impHarris method is an impreeesion of
the original Harris corner detector [5]. As shownFig. 1(a),
the impHarris computes image derivatived (I, ) using “
Gaussian derivativeso(=1) which is the improvement point. B
An autocorrelation matrixA is then calculated using a B N
Gaussian convolution ¢=2) to weight the derivatives A
summed over the window. Instead of direct eigerwall
extraction of A , the corner strength of an interest point is

calculated usingdet(A)—a [frace(A)*. The second term is o
used to remove edge points with one strong eigarsval is = . 5 W o
normally set t00.06. After non-maximum suppression using * < . e
3x3 window, final impHarris corners are detected with
threshold.

Ay
A\

300 %0 300

-
f Intensity-based \ / Contour-based \ W 0w ame @ w0 B w0 Be s #0 s
( (impCSS corner’08) (b) (©)

impHarris corner’00)
Fig. 2 Image-based curvature estimation resuljstnfaut test image;

I Gaussian gradient (Ix, ly) | ‘ Canny edge detector | A L |
= o (b) implicit curvature method [10]; and (c) Gaussgrvature.
Calculate
I autocorrelation Matrix | ’ Extract edge contour |

Both impHarris and impCSS corner detectors havie ¢iven

Calculate trace and . advantages and limitations. In general, the impidlatorner
| determinant | ’ Coleulare 89 | detector is robust to textured images d infidtgeing b
o ges due to infidtgeing but

’Adapwe A offer; poor Qetection of optuse corners and _shbimed corner
K j posmqns (Flg. 3). The shifted corner Qetectloqmn in Fig.
o = 3(a). is orlglnated_ fro_m the Gau33|ar_1 derivativesl ghe
Fig. 1 Corner detection flows of previous works: Itgensitybased addl'FlonaI s.moothln.g in the computation of autoetation
method (impHarris), and (b) contour-based methop@SS) matrix. The impHarris detects only strong corneichsas those
with an "L" shape or "T" junction, which have twigsificant
eigenvalues. An obtuse angular structure generaiBsone
significant eigenvalue, which leads to the corneissing
problem shown in Fig. 3(b). Conversely, use of @85S corner
detector is powerful for structured objects or ldrawings due
to its edge-based curvature estimation but is podextured
images with inaccurate edge extraction (Fig. 4).

Select Corners above a |

Q threshold

The contour-based impCSS corner detector improhed t
conventional CSS method [6] by carefully designitige
selection mechanism as shown in Fig. 1(b). Theopbphy of
the impCSS method is to use global and local cureat
properties. The first step is to obtain a binargesthap using a
Canny edge detector. Then, edge contours are tdrhg edge
linking as the original CSS method. After the camgare
extracted, the curvature is calculated. The adaptixeshold is
then estimated using support regions. Finally ethe points of
the open contours also considered corner points.

There are also image-based curvature estimatiohauet
Donias et al. proposed implicit curvature calcoalatiusing
differential geometry as (1) wher¢,,l, denote the 1st
derivatives along row-direction and column directio
respectively. The theoretic derivations are usefhblt
application results are quite disappointing as shiowrig. 2(b)
testing of the input image of Fig. 2(a). This proes strong
curvature responses around slanted edges.

The intensity-based Gaussian curvature calculatiethod
such as(l I, —13)/A+17+1,%)? [8] also produces strong
double curvature responses along the slanted edggsown in
Fig. 2(c).

(b)

Fig. 3 Limitations of the impHarris corner detect(@) Inaccurate
corner locations; and (b) missing obtuse angularars (@ = 0.06)
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Fig. 4 Limitations of the impCSS corner detecta): Canny edge

detector used in the impCSS; and (b) false coratation due to
unstable edge detection.

(b)

B. Proposed feature detection system

As discussed above, the intensity-based cornectitateis
robust when used in textured images due to its énfitgring
scheme but weak when used to detect structuralpningful
corners such as obtuse angles and has low posiionaracy.
In contrast, the contour-based corner detectoovweepful when
used to detect structured objects due to its curgagstimation
strategy but is weak when used to detect textunedjés due to
its fragile Canny edge detector. The motivatiomwif research
starts at this point: how can we use the advantafedsoth
approaches to detect corners stably in generales@e8ince
evidence exists that the human visual system peysgspatial
attention to contour curvatures [11], we use theature-based
approach as a basic corner detector. The nextignéstow to
stably extract curvature information from textured noisy
images. Our approach is to adopt the underlyingrsehof the
intensity-based approach to alleviate the edgeaetktm
process problem. The intensity-based method isllysoased
on a spatial filter. In the case of impHarris cardetector, it
uses image-based filters such as the derivativer fidr the
autocorrelation filter. As such, we estimate thevature
information directly in the image space by elimingithe edge
detection process. Fig. 5 summarizes the key ideh the
proposed corner detection system. All tables agdréis you
insert in your document are only to help you gathgesize of
your paper, for the convenience of the refereed,tammake it
easy for you to distribute preprints.

[ | impHamiscomer | impCSS corner

- Powerful to structured objects
or line drawings
(due to curvature estimation)

- Robust to textured images
(due to image filtering)

- Weak to detect structurally
meaningful corners (obtuse
angle, positional offset)

- Weak to textured images
(due to fragile canny edge
detector)

1 1
v v
Image filtering-based curvature estimation

Multi-Scale Multi-Scale
Orientation fieldf» Curvature field
OF(i.j) CF(i.j)

Image gradient
(Ix, ly)

Local Maxima Threshold

Fig. 5 Motivation of the proposed method and the relaledk
diagram
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The proposed corner detection system consists aifiasp
filtering part and detection part. The filteringrp@onducts
direct curvature estimation by applying the curvafiilter after
the orientation filter. The corner detection pagtfprms local
maxima on the curvature field and the final corrseesextracted
by the application of a threshold. The key contiiu of this
paper is conducting a multi-scale curvature estonabn the
intensity image space instead of the edge-basddwospace to
detect the structurally accurate corners for bextureless and
textured objects. The orientation filter producetemtation
flow image, called the orientation field (OF), froam input
image. Pixel-wise approximate curvature filtering the OF
generates the curvature intensity image, calledctireature
field (CF). The global thresholding method deteitts final
corner points after the local maxima. The spati&rf and
corner detection process is repeated for the ngangd image
to detect larger structural corners. We call treppsed corner
detector CF corner in the following sections. Sitke CF
corner detector combines the advantages of bothoappes,
we can expect both robust detection of structuraianingful
corners and accurate localization of the corneitiposeven in
textured or noisy environments. This method willvad¢idated
in the experimental section.

Ill.  ESTIMATION OF OF AND CF

A.OF

The proposed spatial filter consists of two stefise OF
(OF(i, j)) is obtained in advance and then GEF(i, j)) is
estimated. Since we do not use the edge extraptmeess, the
orientation calculation is critical to the conséesitprocesses.
As such, an initial input of (i, j) is pre-processed using using
Gaussian smoothing witlr =1.4 . The orientation of each
pixel can be calculated simply using (2).

OFpie (i, J) = mod {tan'l [:—y] , rr} +7—ZT

Wherelx,ly denote the row and column directional gradient,
respectively, with a kernel coefficiefit101]. We use the
orientation range of0, 7] instead off-77, 771 to consider shape
direction only and not polarity.

A simpler orientation estimation method proposedKiags
and Witkin [12] can directly calculate orientatifiow without
the use of a modulus operator. They derived imdge f
orientation in terms of power spectrum analysistaswvn in (3).
This can be easily derived by vector analysis. Assa gradient
vector G=1 +1i whose power isG*=(I +li)*=

@)

If—lj+2lxlyi. As a result, the angle of gradient power is

defined as shown in (3). Fig. 6 shows OF exampddsutated
using theOF, . and OF, , methods. Note that both methods

simple
produces the same results. In this paper, we Ussir{8e it
needs not the modulus computation.

flow

o 1. | 21 T
OFﬂ«m(l,J)zitan 1{|2__|yz}+5 (3)
x ly
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We can also consider another curvature estimasshawn
(6), in which orientation differences between nbigiting pixels
and a center pixel are calculated and sumrwéddenotes a
local window around(, j) . In this approach, we need not find
the contour segmentg,,, denotes the curvature estimation by
summing the orientation differences of the neighigppixels.

A performance comparison of the curvature estimatiethods
will be presented in the experimental results secti

OED)

KIDW K2 1]

OF (kJ)=OF (i, )|

Fig. 6 Orientation field estimation results: @, method; and
(b) OF

method. The arrows indicate calculated orientation
B.CF

The next step is to estimate a CEH(i, j)). Curvature is
originally defined as the rate of change of origota over
spatial variation as shown in Fig. 7(a) [13]. Givamextracted
contour, the ideal curvature is defined as (4), r@haS
denotes infinitesimal contour length andé denotes
orientation variation on the contour position.

flow

(@) (®) (©
Fig. 7 Curvature field estimation procedures: ¢@ail curvature
estimation given a contour; (b) calculated origntafield (over which
the ideal contour is overlaid.); and (c) approxienatirvature
estimation diagram

Since we do not use edge or contour extractiongssyove
have to use approximate curvature estimation meihadage
domain. As shown in Fig. 7(b), tthe ideal contaiguantized
into pixels and the OF has implicit contour infotmoa. As
such, if we carefully design a certain filter todgplied on in the
OF, we can then obtain approximated curvature inéion. As
shown in Fig. 7(b), we do not have any informatewout
contour pixels in advance, so all pixels in thed@®& considered @ ®
candidate contours. Curvature approximation inQffecan be  Fig. 8 Curvature estimation results using k) ., (€) Kigpe. (d
achieved as shown in Fig. 7(c). Assume that theeatipixel of proposed, and (e) additional smoothing, for a giestimage (a)
an OF is(i, j) . We can then make a local contour pixel segment
using the orientation informatiofQF (i, j). Extending along However, we cannot use this curvature informatiecduse it
that direction, contour segment pixels are selegted3x3  Produces many false responses around the homogeaeea
window. If we use the direction information of nelipring including the edges as shown in Fig. 8(b) for @gitest image
pixels (OF,, (i, j),OF,.,(i,j) ). the approximate curvature (Fig. 8(a)). If we use cosine angle distance [B4$own in (7)
(ky ) can be estimated using (5), whek& can be considered instead of the angle difference, we can enhanceuheature
as 2 (p|xe| d|Stance) ande can be approx|mated as theresponse Whlle malnta|n|ng Strong curvature aI’OLlhd
neighboring orientation differenced(,, —4,,, ). k,, denotes Nhomogeneous region and edges as shown in Fig.A&gguch,
curvature estimation by neighboring plxel selectionwe modlfy (7) by adaptive weighting using gradiewdgnitude
Neighboring pixel pairs are selected by quantizivgdirection (M g4, M,,q) as defined in (8). Fig. 8(d) shows the obtainéd C

of the center pixel into four angles suchs45, 90, 135. estimation using (8). Note that there are strosgaases around
the true corners. Some noisy curvature responsdssceeduced
NG HOFfwd (i, j)—OF,4(, ])H y P

(5) further by a simple smoothing as shown in Fig. 8(e)
AS 2

Keosine (4 1) = (1= c0s(Ky (. }))) @

Ka (1, 1) ==
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CF (i, ) = Keggine (11 1) M g M9 ®)

Fig. 9 shows the overall corner detection procesiuging
the proposed orientation and curvature filtergtierOF and CF
calculations. An input image consists of three aagi with
different shades in the rectangle. In Step 1, thedified
orientation estimation filter produces the OF. le[s2, the
proposed curvature estimation filter producesitted CF. Note
the curvature responses around the interior regidfes can
obtain final corner detection results through aalomaxima
(3% 3 window) and threshold as shown in the block diagod
Fig. 5.

Test Image Curvature Field Detected Corners

Orientation Field

Fig. 9 Example of corner detection process usiegtioposed direct
curvature estimation method

IV. EXPERIMENTAL RESULTS

The first evaluation is the corner localization@ecy, which
can be important to camera calibration, 3D recontin, and
so on. We use the "synthetic" test image sinceamekaow the
exact corner location. The ground truth locatioprispared by
human vision to evaluate the location error. In itiola,
thresholds are tuned to produce almost the samédemof
corners for the CF, impHarrs, and impCSS corneig. O
represents the evaluation results. The squarestelethe
detected corners while the crosses indicate thengrdruth
corner locations. The average localization errorthd CF
corner is 1.17 pixel, that of impHarris corner ig4Lpixel, and
that of impCSS corner is 1.44 pixel. As a resthig proposed
CF corner has the lowest localization error, fobowby the
impCSS corner, and then the impHarris corner.

Fig. 10 Comparison of corner localization errongsfa) proposed CF

corner, (b) impHarris corner, and (c) impCSS cormérere the

squares represent the detected corners and treesi@9 represent the

ground truth locations

The second evaluation is of noise sensitivity @& torner
detectors. Gaussian noise is added by changingtémelard

At a glance, impHarris seems to be robust to n@ge;orner
reacts normally, and impCSS performs the worst. él@w, if
we inspect the corner detection images as showfign12,
impHarris generates a lot of corner detection, witéads to a
high recall rate. The impCSS corner detector alsmlyces
many false corners in noisy homogeneous regionge Th
proposed CF corner detector shows more stable tietec
around corners compared with other methods.

1

—a CF corner
=4 impHarris corner
035 =0 impCSS corner -0
09 ¢ o Std=20
- | Std=0
3
3 /
['4
085+
¢ o
08 A
l/,
/;o Vs
i o°-d--¢

0,05 01 0.5 02 025 03
1-Precision

11 Comparison of the image noise sensitivitierms of recall vs.
(1-precision) curve

Fig.

Fig. 12 Corner detection examples at a noise I&¢elusing: (a) CF
corner; (b) impHarris corner; and (c) impCSS corner

The fourth evaluation is the consistency of codwetection in
image transformations. We use the repeatability someato
qguantify the consistency. Repeatability is importen detect
corners in sequences where correspondence shoatthteved
among image transformations. The test images ieclud
"blocks," "house," and "lab" data. The repeatabilésts are
conducted in terms of image rotation and scale ghaAs a
result, we compute the repeatability by countingtcamed
corners between a reference image and transformades.
Since the transformation value is available, we maadict the
ground truth of the corner positions. Fig. 13 sumpes the
repeatability comparisons in terms of image rotatiod scale

deviation from0 to 20. In this case, we use the "blocks" imagdor the standard test images. We use rotation ran§@,90 |

and check the recall vs. (1-precision) as a corspanneasure.
The threshold of each method is tuned to produeesdme
number (arounds8) of corners at noise levél. Fig. 11 shows
the comparison results.

with an interval0.5 and scale range ¢f, 2] with an interval

of 0.1. The proposed CF corner detector shows upgraded

repeatability performance compared with the impldaand
impCSS methods.
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Image rotation Image scale
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o~ impCSS comer
w T % 2

4 T8 is
Image scale [°]

Fig. 13 Repeatability evaluation results for imaggtion and scale
using standard test images (blocks, house, lal&) rdW represents
image type, the first column represents image imtaand the second
column represents image scale

V.CONCLUSION

This paper proposed a new simple but powerful aorném

detection method for detecting structurally impottaorners
using direct curvature estimation filters. As valied by a set of
experiments, use of the OF estimation filter fokalvby
approximated curvature estimation filter can effedy find
true corners, including obtuse corners with stabtener
positions and image variations, such as imageiootand scale
changes. Due to the simplicity of the algorithme gfroposed
corner detection method can be used in variousorvisi
applications.
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