
International Journal of Electrical, Electronic and Communication Sciences

ISSN: 2517-9438

Vol:1, No:2, 2007

336

Abstract—A study of the obtainable watermark data rate for 
information hiding algorithms is presented in this paper. As the 
perceptual entropy for wideband monophonic audio signals is in the 
range of four to five bits per sample, a significant amount of 
additional information can be inserted into signal without causing 
any perceptual distortion. Experimental results showed that transform 
domain watermark embedding outperforms considerably watermark 
embedding in time domain and that signal decompositions with a 
high gain of transform coding, like the wavelet transform, are the 
most suitable for high data rate information hiding. 

Keywords—Digital watermarking, information hiding, audio 
watermarking, watermark data rate. 

I. INTRODUCTION

nformation hiding techniques have developed a strong basis 
an area with a growing number of applications like digital 

rights management, covert communications, annotations, etc. 
In all applications given above, data hiding techniques have to 
satisfy two basic requirements. The first requirement is 
perceptual transparency, i.e. cover object (object not 
containing any additional data) and stego object (object 
containing secret message) must be perceptually indiscernible. 
The second constraint is high data rate of the embedded data. 

The simplest visualization of the requirements of 
information hiding in digital audio is so called magic triangle, 
given in Figure 1. This model is convenient for a visual 
representation of the required trade-offs between the capacity 
of the watermark data and the robustness to certain watermark 
attacks, while keeping the perceptual quality of the
watermarked audio at an acceptable level. It is not possible to 
attain high robustness to signal modifications and high data 
rate of the embedded watermark at the same time. Therefore, 
if a high robustness is required from the watermarking 
algorithm, the bit rate of the embedded watermark will be low 
and vice versa, high bit rate watermarks are usually very 
fragile in the presence of signal modifications. However, there 
are some applications that do not require that the embedded 
watermark has a high robustness against signal modifications. 
In these applications, the embedded data is expected to have a 
high data rate and to be detected and decoded using a blind 
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detection algorithm. While the robustness against intentional 
attacks is usually not required, signal processing 
modifications, like noise addition, should not affect the covert 
communications [1]. 

An interesting application of the high capacity covert 
communications is public watermark embedded into the host 
multimedia, used as the link to external databases that contain 
certain additional information about the multimedia file itself, 
e.g. copyright information and licensing conditions [2,3,4]. 

robustness data rate

inaudibility

Figure 1. Magic triangle for data hiding 

II. PERCEPTUAL ENTROPY OF AUDIO SIGNALS

Experimental results, obtained during decades of audio 
compression research, showed that only a few bits per sample 
are needed to represent compact disk quality music [5,6]. 
When performing a bit rate reduction of audio or speech 
signals that will be presented to the human auditory system 
(HAS), the objective is to introduce either imperceptible or 
inoffensive distortion during the compression process. This 
implies that for uncompressed music, noise can be injected 
into the host audio signal without being audible to the end 
user [5]. In audio data hiding, this is not used for compression, 
but for embedding additional data. An estimate of the 
perceptual entropy of audio signals is created from a 
combination of several noise masking measures. The results of 
tone-masking-noise and noise-masking-tone, as well as 
research on critical bands and spreading functions are
combined to estimate the short term masking templates for 
audio signals [6].  

The perceptual entropy of each short-term section of the 
audio signal is estimated as the number of bits required to 
encode the short-term spectrum of the signal to the resolution 
required to inject noise below the masking template level. 
This model is attractive, because it takes into account all of 
the artifacts and redundancies in the audio signal in the same 
manner as the HAS does (pitch, short term spectral model, 
etc.). There are three main parts of the perceptual entropy 
calculation algorithm [6], given in Figure 2: 
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1. Windowing of audio signal and transformation to Fourier 
domain 

2. Calculation of the masking threshold 
3. Calculation of the number of bits required to quantize 

spectrum of the signal 
The windowing of the signal is performed using a Hanning 

window and frequency transformation by FFT of length 2048. 
The first 1024 complex lines are kept (including the DC and 
lines counted as one line). The steps involved in calculating 
the masking threshold are critical band analysis, applying the 
spreading function to critical bands, calculating the spread 
masking threshold, accounting for absolute thresholds and, 
finally, relating the spread masking threshold to the critical 
band masking threshold. 

As noted above, the perceptual entropy is calculated by 
measuring the actual number of quantizer levels to follow the 
signal in the frequency domain, given a step size in the 
quantizer that will result in noise energy equal to the audibility 
threshold [5]. Audibility threshold Ti is usually defined in the 
power domain and quantization energy is spread across k 
spectral lines in each critical band. It is also assumed that the 
quantization noise is spread uniformly across the critical band. 
The distribution of the quantization error is uniform in the 
amplitude domain; it gives noise variance equal to σ2/2=12. 

Hanning
windowing FFT critical band

analysis
spreading
function

tonality
calculation

threshold
setting

bitrate/perceptual
entropy calculation

perceptual
entropy
statistics

input
audio
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Figure 2. Perceptual entropy calculation algorithm 
The step size Si is calculated as follows. First, the energy is 
spread across the entire band, i.e. the energy at each spectral 
frequency is equal to Ti/ki. Since the real and imaginary parts 
of the spectrum are quantized independently, the energy at 
each frequency must be divided in half, specifically the energy 
at each spectral component is Ti/2ki. The noise energy, due to 
quantization is σ2/2=12, therefore σ2/2=12=Ti/2ki and since 

σ=Si we obtain iii kTS /6= , where Si is the quantizer step 
size. This is done in each of the n critical bands:
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for each σ within the critical band i. The function abs(·)
represents the scalar absolute value function and nint(·) a 
function that returns the nearest integer to its argument. 
NRe,Im(ω) represents the integer quantized value of the each 
spectral line. Then, for each ω, and individually for real and 
imaginary parts, NRe,Im(ω) is altered as follows: 
if NRe,Im(ω)=0, then N’Re,Im(ω)=0 

if NRe,Im(ω)≠0, then N’Re,Im(ω)=log2(2NRe,Im(ω)+1). 
This operation assigns a bit rate of zero bits to any signal with 
an amplitude that does not need to be quantized, and assigns a 
bit rate of log2(number of levels) to those that must be 
quantized. If, for example, the integer number is 1, three 
levels (-1, 0, +1) are required to quantize the particular line. 
As the signs of different spectral lines are random, the sign 
information must be included. When no levels are necessary, 
the transmission of the sign bit is unnecessary as well, and a 0 
is assigned to that line. The total bit rate is then calculated as: 

Total Rate= ( ) ( )( )∑
=

+
π

ω

ωω
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and the rate per sample (perceptual entropy) of the audio 
sequence is given by: 

Perceptual Entropy =Total Rate/2048 
The term perceptual entropy, used throughout this section, 
therefore indicates the 2048 sample perceptual entropy, 
regardless of the sampling rate or bandwidth of the signal. The 
block-to-block changes in perceptual entropy values increase 
as the window length decreases, but the mean and extreme 
values do not change radically [6]. 
 Reported perceptual entropy for wideband monophonic
audio signals is in the range of 4-5 bits per sample, taking into 
account all the spectral complexity, spectrum range and 
dynamic range requirements. This implies that for an 
uncompressed audio signal, a significant amount of additional 
information can be inserted into signal without causing a 
perceptual distortion. There is obviously a considerable gap 
between the currently available data rates for high capacity 
covert communications and theoretically obtainable data rates 
[2,3,7]. Therefore, a theoretic analysis of the capacity of 
information hiding channel is necessary in order to design a 
scheme that can offer higher data rates. 

III. CAPACITY OF THE DATA HIDING CHANNEL

First we consider a simple data-hiding channel shown in 

Figure 3 [8,9]. Here, X∼( 2),( xX xf σ ) is the message to be 

embedded, Z ∼( 2),( zZ xf σ ) is the additive noise channel and 

Y∼( 2),( yY xf σ ) is the received signal at the output of the 

channel. We also assume X and Z are independent, implying 

that 222
xzy σσσ += . The channel capacity is given by: 

I(X,Y) is the mutual information between X and Y. For a 

given statistics )(zf Z and 2
zσ , the entropy of Y should be 

maximized, ( ) ( ) ( )( ) [ ]∫−= bitsdyyfyfYH YY 2log , using a 

suitable distribution )(xfX of the message X. For a 

given 2
yσ the maximum value of ( ) ( )2
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is achieved when Y has a normal distribution. For instance, 
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the maximum value of H(Y) is achievable if 

both )(zf Z and )(xfX are normally distributed. However, for 

an arbitrary distribution )(zf Z and a fixed 2
xσ , the maximum 

achievable value of h(Y) is not immediately obvious. This is 
because Z is usually altered in such a manner that the amount
of information in Z is not altered, but the statistics of Z is 
changed to Gaussian distributed Zg. Therefore, for the purpose 
of calculating the channel capacity, we can replace

)(zf Z by ( )2,0 zgN σ  and ( ) ( ) ( )2
2 2log

2
1

zgg eZHZH σπ==

and we get: 
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Figure 3. Data-hiding channel modeling 
The general data-hiding channel is decomposed into multiple 
channels, as hiding process is performed in a transform 
domain [8]. The decomposition is performed by the forward 
and inverse transform (Figure 4). Signal decomposition into L 
bands results in L parallel channels with two noise sources in 
each channel. Let 2

ijσ , j=1,…,L be the variances of the 

coefficients of each band of the decomposition. 
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Figure 4. Data-hiding channel decomposition into multiple channels 

Let the corresponding Gaussian variances be 2
igjσ . If 2

pjσ is the 

variance of the processing noise in the jth channel, the total 
capacity of the L parallel channels is given by: 
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for a sequence of N samples. In the equation above, Tj is the 
masking threshold of band j, in other words, the maximum 
power of the embedded message permitted in band j. In the 
case of no-processing noise (or if the processing noise is 
negligible), and we assume that all the channels have the same 

probability distribution function (such that igjij KK σσ = ), 

the channel capacity is given by: 
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It is clear that the minimum channel capacity is obtained 
when σij=σ, ∀j or when no decomposition is employed [9]. A 
transform with a good energy compaction or high gain of 
transform coding (GTC) [9] would result in more imbalance 
of the coefficient variances, resulting in an increased channel 
capacity. Therefore, discrete wavelet transform (DWT) or 
discrete cosine transform (DCT) are good decompositions for 
low processing noise scenarios. The term processing noise
here refers to equivalent additive noise which accounts for the 
reduction in correlation between the transform coefficients of 
the original signal and the transform coefficients of the audio 
signal obtained after MPEG compression, noise addition, low 
pass filtering, etc. On the other hand, the reduction in capacity
with an increase of processing noise tends to be lower for 
transforms which are not used in compression methods, like 
DFT. While severe MPEG compression is certain to remove
almost all high frequency components of DCT coefficients, it 
will not affect the high frequency DFT at the same extent. 
Signal decomposition with a low GTC is generally more 
immune to processing noise than decomposition with a high 
GTC and should predominantly be used in applications 
demanding robust watermarks. Therefore, signal
decompositions with a high GTC, like the DWT or DCT, are 
more suitable for high data rate steganography applications, 
where processing noise variance is low, because no intentional 
attacks are expected. 

IV. INFORMATION HIDING USING LSB CODING

The information hiding algorithm that fulfils the 
requirements of high data rate and low robustness against 
signal modifications is the algorithm that uses LSB coding. It 
is one of the earliest and simplest information hiding 
techniques and, as in cases of other known algorithms; it has 
first been developed for watermarking of images [10] and 
video sequences [11]. The watermark encoder uses a subset of 
all available host audio signal samples chosen by a secret key. 
The substitution operation on the LSBs is performed on this 
subset. The extraction process simply retrieves the embedded 
data by reading the value of these bits.  

The main advantage of the method is a very high watermark 
channel capacity; the use of only one LSB of the host audio 
sample gives the capacity of 44.1 kbps if a mono audio signal, 
sampled at 44.1 kHz is used. The obvious disadvantage is the 
method's extremely low robustness, due to fact that random 
changes of the LSBs destroy the coded watermark [12].  

The increase in the embedding data rate is proportional to 
the number of the LSBs used for data hiding; two or more bits 
per sample could be used in order to enhance the bit rate of 
the hidden information. However, the increase of the number 
of samples used during LSB coding introduces a low power 
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additive white Gaussian noise. As already noted, HAS is very 
sensitive to the AWGN and this fact limits the number of 
LSBs that can be imperceptibly modified. In addition to 
subjective quality degradation, the probability of the statistical 
detection of the embedded watermark increases as well [13]. 

V. EXPERIMENTAL RESULTS

We ran simulations to test obtainable data rates for LSB 
coding in diverse transform domains and in time domain, to be 
able to experimentally verify results from the analysis above. 

In time domain the watermark encoder used all available 
host audio signal samples. The substitution operation on the 
LSBs was performed on each audio sample, with sampling 
frequency of 44.1 kHz and resolution of 16 bits per sample. 
The extraction process simply retrieved the hidden data from 
each sample by reading the value of these bits from LSBs. 

Data hiding in the LSBs of the wavelet coefficients is 
practicable due to the near perfect reconstruction properties of 
the filterbank. The DWT decomposes the signal into low-pass 
and high pass components subsampled by two; the inverse 
transform performs the reconstruction. We decided to use the 
simplest quadrature mirror filter - Haar filter. The Haar basis 
is obtained with a multiresolution of piecewise constant 
functions [14]. The scaling function is equal to one. The Haar 
wavelet has the shortest support among all orthogonal 
wavelets, and it is the only quadrature mirror filter that has a 
finite impulse response [14]. Signal decomposition into the 
low-pass and high pass part of the spectrum is performed in 
five successive steps. After subband decomposition of 512 
samples of host audio, using the Haar filter and decomposition 
depth of five steps, algorithm produces 512 wavelet
coefficients. All 512 wavelet coefficients are then scaled using 
the maximum value inside the given subband and converted to 
binary arrays in the two’s complement. A fixed number of the 
LSBs are thereupon replaced with bits of information that 
should be hidden inside the host audio. Coefficients are then 
converted and scaled back to the original order of magnitude 
and an inverse transformation is performed. 

The similar scheme was implemented using the discrete 
Fourier transform (DFT) with 1024 samples as well. For the 
DFT decomposition we use only the magnitude of the DFT 
coefficients. In other words, the message signal added would 
change only the magnitude of the DFT coefficients and the 
phase is left intact. As no additional data is hidden in the 
phase, the phase is ignored during detection of the watermark. 

Figure 7 shows that watermark channel data rates for all 
decompositions increase with decreased perceptual 
transparency, as expected. Transform domain watermark 
embedding outperforms significantly watermark embedding in 
time domain and wavelet domain embedding generally 
outperforms slightly DFT algorithm. Therefore, it is clear that 
the minimum watermark channel data rate is obtained when 
no signal decomposition is employed (in time domain), as 
expected. In addition, the experimental results demonstrated 
that signal decompositions with a high GTC, like the wavelet 
transform or DCT, are more suitable for high data rate 

steganography applications than decompositions with smaller 
GTC, like DFT and Hadamard transform. 
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Figure 7. Watermark channel data rates for different transform domains 
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