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Abstract—Simulation is a very powerful method used for high-and considering scalability limits on hierarchiqahtforms

performance and high-quality design in distribusgdtem, and now
maybe the only one, considering the heterogenedmplexity and
cost of distributed systems. In Grid environmefus, example, it is
hard and even impossible to perform scheduler peeoce
evaluation in a repeatable and controllable maaseresources and
users are distributed across multiple organizatiaits their own
policies. In addition, Grid test-beds are limiteddacreating an
adequately-sized test-bed is expensive and timesuroimg.
Scalability, reliability and fault-tolerance becomémportant
requirements for distributed systems in order tppsut distributed
computation. A distributed system with such chamastics is called
dependable. Large environments, like Cloud, offenique
advantages, such as low cost, dependability ansfys&®oS for all
users. Resource management in large environmentiressd
performant scheduling algorithm guided by QoS awmss. This
paper presents the performance evaluation of stihgdbeuristics
guided by different optimization criteria. The algoms for
distributed scheduling are analyzed in order toislatusers
constrains considering in the same time independapabilities of
resources. This analysis acts like a profiling sfep algorithm
calibration. The performance evaluation is basedimulation. The
simulator is MONARC, a powerful tool for large seaflistributed
systems simulation. The novelty of this paper cxigsin synthetic
analysis results that offer guidelines for schedulgervice
configuration and sustain the empirical-based dmtisThe results
could be used in decisions regarding optimizatiangxisting Grid
DAG Scheduling and for selecting the proper alponitfor DAG
scheduling in various actual situations.

[9]. The modern applications address many fieldaaivity
like satellite data processing, medicine, and athekn
essential requirement for a global Data Grid isupport the
parallel and distributed processing of huge dateerdfore, it
requires a scheduling system. The system needsctss and
process the satellite image archives; the job mamalgould
assign the jobs to available resources, basicglsplitting the

image in sub-images and process each sub-image on a

different node. Understanding the timing behaviod aisers
constrains of distributed applications gets more anore
important because new real-time (like multimedid aealth)
applications require defined upper bounds for mati
performance, called deadlines, in order to prowgplication
to application quality of service (QoS) [5]. Inghiontext, the
scheduling algorithms for distributed systems candlvided
in two major categories, best effort based and Qm$traint
based scheduling [7].

Best effort algorithm can be chosen according
performance and the tasks that need to be schefioledthe
following: hybrid heuristic, adaptive generalizedheduler,
adaptive scheduling algorithm, heterogeneous earfiaish
time, greedy randomized adaptive search procedimeilated
annealing algorithm, genetic algorithm, task duadlimn based
scheduling algorithm for heterogeneous systemsamycal
critical path, fast critical path [6]. QoS algoritk consist of

Keywords—Scheduling, Simulation, Performance Evaluationdifferent classes: back-tracking algorithms, appmztion

QoS, Distributed Systems, MONARC

I. INTRODUCTION

HE heuristics for distributed scheduling have thaim

goal optimization of resource allocation at loaald| (for
a limited number of homogeneous resources) andadialy
level (in heterogeneous environments). The actualersing
interest in scheduling for heterogeneous distribhstgstems is
due to the dimensions of some large scale appiicsitiwhich
makes inadequate a single parallel architectureot@r their
needs for parallelism. When dealing with a compormat
Grid for parallel and distributed computing we hate
efficiently exploit the computational power. In nyapractical
cases, heterogeneous systems have proved to prbodyre
performance at lower cost than a single high paréorce
computing machine [3]. Scheduling applications adesarea
distributed systems is useful for obtaining quicid aeliable
results in an efficient manner.
algorithms for multi-criteria constraints are funaentally
important in order to achieve advanced resourdkzgation
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Optimized schedylin

algorithms, loss and gain algorithm, and Bio-inegir
algorithms (genetic, immune, ant colony system rEtligms)
[4]. The field of simulation was long-time seen asiable
alternative to develop new algorithms and techniedor
distributed systems. Simulation represents a pastfpport
to enable the development of large-scale distribsigstems,
where analytical validations are prohibited by tiaure of the
encountered problems. The use of discrete-eventlaiars in
the design and development of large scale dissystems
is appealing due to their efficiency and scalabilitheir core

abstractions of process and event map neatly to the

components and interactions of modern-day disteithut
systems and allow the design of realistic scena@asnpared
with the alternative of implementing the new tedbgy
directly in real-world to demonstrate its viabilitythe
simulation of distributed systems is a far bettieraative
because it achieves faster validation results, mizihg the
costs involved by the deployment process [2]. Tisisan
extension of [1] and presents a useful approactafiatyzing
the performance of scheduling algorithms for taskish
dependencies. Finding the optimal procedures fbedualing
in Grid systems is important especially in largealsc
distributed computing systems and complex appbcatifor
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different research areas.The paper is organizetblasvs:
next section presents the background provided byNMRC
simulator for scheduling, and then the scheduling
distributed systems and scheduling heuristics aesemted.
The papers end with test scenarios, experimentsiltes
synthetic analysis and a brief overview of relawedrk.
Finally, we will conclude and will identify futureorks.).

2517-9942
No:1, 2012

Il. SIMULATION MODEL FOR SCHEDULING

~ MONARC is built based on a process oriented apprdac
Idiscrete event simulation, which is well suited describe
concurrent running programs, network traffic ashaslall the
stochastic arrival patterns, specific for such tgpsimulation
[17]. Threaded objects or "Active Objects" (havirean
execution thread, program counter, stack, etwopal natural
way to map the specific behavior of distributed adat
processing into the simulation program. With the INKIRC
simulation model, users can define various typegob$ to
model common types of actions that can occur in any
distributed systems.

TABLE |
MONARC CONFIGURATIONSFILE FOR SCHEDULING EXPERIMENTS

# queue type to be used for storing events
queue_type = snoopy

# the maxi num nunber of running threads in one burst
max_si mul t aneous_t hreads = 1000

# just one regional center

regional 0 = testbed

# "testbed" regional center section
[t estbed]

latitude = 44.25

I ongi tude = 26. 60

# the class nane for the job schedul er
job_schedul er = JobSchedul er Si npl e

# the nunber of active job threads to be created init
initial _pool_size =0

lan0 = testbed_LAN

# maxi num avai | abl e bandw dt h ( Mops)

I an0_max_speed = 10.0

I an0_connect t est bed_WAN

wan0 = testbed_WAN

# maxi num avai |l abl e bandwi dt h ( Mops)
wan0_nax_speed = 100.0

wan0_connect t est bed_Rout er

router0 = testbed_Router

# (seconds per package)

routerO_| atency = 10.0

# The name of the section for the cpu units

# just one activity, defined in the "activityTestbed"
activity0 = activityTestbed

[ CPUt est bed]

from=1 # the id of the first CPU
to =8 # the id of the last CPU
# (SI95) maxi mum avail abl e cpu power
cpu_power = 112.0

# (MB) The naxi mum avail abl e nenory
menory = 512.0

# The address of the first
l'ink_node = 10.0.1.12

# (Mops) The maxi num avai |l abl e bandwi dt h of
I'i nk_node_max_speed = 10.0

# connect all cpu units to the LAN naned testbed LAN
Ii nk_node_connect = testbed_LAN

of one cpu unit

cpu unit, the others will

the |ink

[activityTest bed]
# The name of the activity class
class_name = ActivityScheduling

cpu_unit0 = CPU est bed

ially

section

have 100.100. 100. 101

port attached

The MONARC simulation model is not limited to seci
activities, the user having the possibility to gasicorporate
new advanced job behaviors, as specified in theulsiion
scenario being executed. A simulated regional cais® uses
the services of a job scheduler. In order to scleediob for
execution the scheduler executes an appropriatedathg

algorithm. An example used for experiments in {héper is
presented in Table I.

The modeled job object contains a number of pararset
that are used to estimate the time needed for &racurhe
time needed by a job to complete a CPU-intensieratjpn is
estimated based on a number of attributes suche<PU

91



International Journal of Information, Control and Computer Sciences
ISSN: 2517-9942
Vol:6, No:1, 2012

power, memory and the processing time needed tqleben
For the data processing jobs, these attributesndepe the
type of data that the job works with (in the configtion file,
the user can set this parameters for each datausge in the
simulation). Once the CPU-intensive job starts pssing the
time needed to complete its operation is pre-copthutf
another job starts executing on the same processihdpefore
the first one completes, then an interrupt mecmaiésused to
handle the re-estimation of the time needed foh faibs. The
time needed for an I/O intensive job (for exampmedata
transfer handling type of job) is based on the raaidm
provided by the network model. In this case agaiméerrupt
mechanism is used to simulate the competition &rdwidth
usage of data transfer jobs.

Within the job model the user can define new jaastisig
from the basic behavior provided. It can even comalseveral
behaviors in one single composite job type. Thijgeascan be
used to simulate a job that transfer some data, phecesses it
and in the end transfers back the obtained resulss
behavior represents a composition between the gsowpand
data transfer types of jobs and can be modeled)usity five
lines of codes. But, in the same type, the useiir@dnde a job

Ill.  SCHEDULING FOR DISTRIBUTED COMPUTING

We present a flexible approach for analyzing
performance of meta-scheduling technics and algost for
tasks with or without dependencies in Cloud enviments.
Finding the optimal procedures for meta-scheduliisg
important especially in large scale distributed pating
systems and complex applications for different aeste areas.
The main scope of the experimental scenarios isviluate
scheduling algorithms using a powerful simulati@olt an
approach suitable for different scheduling alganishusing
bag-of-tasks model and various task dependencie$
considering a wide range of systems architectu@ar
proposed solution is based on MONARC, a generialsition
framework designed for modeling large scale disted
systems.

This section presents the extension of the sinonati
platform to accommodate various scheduling procesiand,
as a case study, and offers a critical analysisoof well
known scheduling strategies: Federated Grid Algoritand
Community-Aware Scheduling Algorithm. We considtatie
objective and dynamic objective. The comparisongiiéérent
algorithms for tasks with dependencies are alsmitapt. We
consider CCF (Cluster ready Children First), ETFr(Est

the

an

which does all the data processing according to esonfime First), HLFET (Highest Level First with Estitea
advanced algorithm, extending in this case one otethTimes) and Hybrid Remapper. The obtained resultsfico

provided by the processing data type of job.Onerésting
aspect is the job decompositions being offered twy job

model. The user can specify a situation where argajuests
some data, and then split itself in several pdrédigks, each
one processing a particular chunk of data, andhéneind the
obtained results are reassembled and sent back fdarijoin

programming paradigm can be modeled with the deperel
mechanisms being offered.Any job cans instantiat® jobs.

This means that, for example, one job receivesi#ia, splits
it into chunks and instantiate processing jobs,heaoe
supplied with one specific chunk of data. It thgredfy the
dependence, meaning it specifies what jobs musixkeuted
after it finishes its own execution. The dependeheyween
jobs can be specified in the form of a DAG struetj4].

The simulation model also allows the evaluation
advanced scheduling algorithms such as the onesveve
particularly interested in, evaluating DAG Grid a&gies.
However, in order to accommodate the modeling ef G
scheduling algorithms we had to extend this defaahavior
of the job model in MONARC.

The simulation model is presented in Figure 1 [8].

Task

‘ Scheduler
-)‘ Algorithm

Job

Task

Job
Job

‘ Activity ’ Activity ees | Activity }

Fig. 1 Simulation Model for meta-scheduling in Gisu

that the proposed solution is a very good model for
performance evaluation in a wide range of DAG safird
algorithms and a large scale distributed systemit@atures.

The evaluation model for scheduling algorithmssstaith
presumption that it is quite difficult to make angearison
among different scheduling systems, since eachheintis
suitable for different situations.

For different scheduling systems, the class of etimd)
applications and resource configurations may differ
significantly. The evaluation criteria for schedgi systems
are: Application Performance Promotion (involvesieaing
how well the applications can benefit from the dgpient of
the scheduling system), System Performance Promotio
(concerns how well the whole system can benefie khe
gtilization of resources is increased by, and houcimthe

verall throughput gains), Scheduling Efficiencyhet

scheduling system should introduce additional osadhas
low as possible and the overhead introduced bgt¢heduling
system may exist in the information collection, thepping
process, and the resources allocation), Reliab{ligyel of
fault-tolerance for large collection of loosely-qbed
resources considering that the scheduler shouldi@auch
frequent resource failures), Scalability (a scaadtheduling
infrastructure should maintain good performancé it only
increasing number of applications, but also inarepeumber
of participating resources with heterogeneity) [4The
scheduling objective is represented in Figure 2.
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Scheduling Objective
o o

Application-Centric Resource-Centric

- . ~a - P -~
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Makespan Economic Cost Economic Profit
Fig. 2 ScheduI}ng Objecﬁves for Large Scale Envinents
Simulation Model

The distributed approach of simulation model isspreed
in Figure 3.
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Fig. 3 Distributed approach of simulation model

J

When designing the scheduling infrastructure of &d G

system, these criteria are expected to
consideration. Emphasis may be laid on differemceons

among these evaluation criteria according to prattieeds in

real situations. There are some objective functib@s$ could

be used in order to optimize the process of scliregluThese

functions could be a key order to satisfy the Qo8strains.
There arebottleneck functions (for instance thenakespan and
the maximum lateness) and sunymean functions. The latter

tasks (in the required order) on each processoe. gaal is
minimizing the makespan (or other function thamisntion as
a measure for QoS) of the schedule. Makespan mpsethe
time elapsed between the start of the first tagskthe end of
the last task and it is a good measure for QoSdbeduling
problem.

The following algorithms give a suboptimal solutitmthe
task scheduling problem. The trade-offs consideszée
minimizing makespan, running time of algorithm, roen of
processors and task communication costs [10].
algorithms were chosen because they are much ctodedG
scheduling.

Wave Front Method (WFM): The wave fronts of the graph
are determined according to the level of the vestiin a
breadth-first-search traversal of the DAG. Theiges in each
wave front are independent from each other, and are
assigned to different processors [11].

Critical Path Merge (CPM): A critical path in a DAG is a
maximum weight root to leaf path (the path weightthe
summation of all vertex and edge weights on thé)p&@PM
computes the critical path, clusters all taskd,imssigns them
to the same processor, and removes them from #phgrhis
process is iterated until all tasks are scheduldds logic
behind this algorithm is that getting all the nodas the
current critical path on the same processor remtivesdge
costs and the duration of the critical path itséifso the
duration of an infinitely parallelizable dependergraph will
still be equal to the duration of the critical paih reducing it
is a necessary condition for optimality [12].

Heavy Edge Merge (HEM): Heavy Edge Merge works by
iteratively clustering vertices (tasks) along edgéth non-
increasing weights. During an initialization stagiee edges
are sorted in non-increasing order by edge weighg, task is
assigned to each (virtual) processor, and the rpakesf this
assignment is computed. Then, all edges are predeiss
sorted order. For each edge, the makespan resuittimg
merging the tasks associated with the endpointsh§ps
clusters themselves) is computed. If the makespareases,

receive fltareyh o the merge is not performed.

Min-min heurigtic. Min-min heuristic uses minimum
completion time (MCT) as a metric, means that #sk which
can be completed earliest is given priority. Thisutistic
considers a graph of tasks (G) and begins withséteJ of all
unmapped tasks. Then the set of minimum compldtioas
tasks:M={ mi n_conpl _time(M, T))|i,j in G is
found. M consists of one entry for each unmappsk. thlext,

These

ones may also appear in: mean/sum of completiore,ti
mean/sum of weighted completion time, mean/sumla# f
time, mean/sum of weighted flow time, and mean/soim
tardiness, number of late tasks and total weigldteftasks.
For task scheduling problem in distributed compmtin
considering dependencies for tasks, the model gsolidask
with dependencies called DAG (Directed Acyclic Gragn a
DAG, a vertex (node) is the task and an arc is the
communication constrain between two tasks. In &idiged Using MONARC's extensions we proceeded to evaltae
system, the communication cost will be ignoreddftbtasks scheduling algorithms in order to satisfy the Q@®strains
are run on the same processor. A schedule is @mnassnt of discussed in this paper. We were particularly &gtd in

Mhe task with the overall minimum completion tinmerh M is
selected and assigned to the corresponding machives the
workload of the selected machine will be updated fimally
the newly mapped task is removed from U. This pssce
repeats until all tasks are mapped.

IV. TEST SCENARIOSEXPERIMENTAL RESULTS AND
SYNTHETIC ANALYSIS
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analyzing their performance considering the use twb
realistic scenarios. For this reason the modelixgeement 8000
considered the use of two and eight connected psocg and

a set of tasks with dependencies. The communicatasts 7000 1

were considered between 0 and 20 and the tasksutéexec 6000
time were considered between 0 and 40.

The evaluated scheduling strategies were: Wave tFroi 5500
Method (WFM), Critical Path Merge (CPM), Heavy Edge @Mm
Merge (HEM) and Min-min heuristic (MIN), discussidthis &
paper. = 3000

In our experiments, in order to satisfy the QoSst@ins 2000
and to have the value 1 for satisfy operator fbassignments,

we exclude all un-matching possibility. The makesyas 1000

maximum execution time provided by scheduler) anc 0 |

logarithmic runtime (measured after tasks execiitioere
considered in order to compare the performancesvajuated
scheduling strategies.

The results for presented scenarios are represented
Figures 4-7. The quantitative analysis of thes@lges shows
that CPM, MIN and WFM are simple and efficient. WHs

1000000

good results because the input graph was artificiaiilt. 100000 +

HEM gives good schedules but takes a lot of timepdéhding

of the particularities of the input graph, each oailthm 10000 +

behaves strongly or weakly. As a direct observatibe site
manager of a cluster must adapt algorithms (settapthe

problem and this paper gives you the necessarghnsi 100

1 amiN
T mcPm

BWFM
BHEM

o |

1000 +

e e

Number of tasks (Expreriment number)

Fig. 6 Makespan Comparison for nprocs = 8

BOWFM

OHEM

BMIN
BCPM

10 +
14000
BWFM &
12000 = 1
GHEM B ‘ 200
¢ 10000 1 gviN 2
o 1 4
§ 8000 1 BCPM ]
5 6000 % Number of tasks (Expreriment number)
s K . N .
r:: Fig. 7 Logarithmic Runtime for nprocs=8
4000 a
)
2000 g The Figures 8 to 13 presents the simulation regalt$0
o 4 and 100 set of tasks and for 3 different algorithif€FS
Scheduling algorithm (queuing model), Shortest jinst
‘ Scheduler (a model oriented to task execution eegsltuation)
Number of tasks (Expreriment number) and Earliest deadline first Scheduler (a model mee to
Fig. 4 Makespan Comparison for nprocs = 2 balancing resource utilization). The conclusiontlof tests
1000000 show that the increasing of task number submitted
OWFM scheduling consist in a decreasing of CPU utilorain time,
100000 T CHEM S0 |ft si good to calibrate this number in ordehawe the good
1 ] rformance.
10000 aMIN perrormance
1000 + @CPM ot

CPU & Memory for testbed

Usedcpy ®

100

10

1 4

UsedMternory ®

Number of tasks (Expreriment number)

Fig. 5 Logarithmic Runtime for nprocs=2

00 02 04 06 08 10 12 14 1,6 18 20 22 24 26 28 30 32 34 36 33 40

Time [s] not

Fig. 8 Simple FCFS Scheduler (50 tasks)
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xo? CPU 8 Memory for testbed
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Usedhemory &
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Fig. 9Simple FCFS Scheduler (100 jobs)

o CPU & Memory for testbed

10 UsedCPU ®
' Usedmernory =

Time [s] no*

Fig. 10 Shortest job first Scheduler (50 tasks)

xo? CPU 8 Memory for testbed
a0 UsedcPy
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Time [5] not

Fig. 11 Shortest job first Scheduler (100 jobs)
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Fig. 12 Earliest deadline first Scheduler (50 tasks

xo? CPU 8 Memory for testbed
10 UsedcPy
Usedhemory &

0g
08
07

% 05
04
03
02

01
00

00 05 10 15 20 25 30 a5 40 45 50 55
Time [5] not

Fig. 13 Earliest deadline first Scheduler (100 $ask

V. RELATED WORK

Regarding simulation as a tool for scheduling eatun
there are multiple research projects and papetkerast ten
years. Alea simulation is based on the GridSim &ition
toolkit which was extended

scheduling problems. Alea demonstrates the featofebhe
GridSim  environment implementing an
centralized Grid scheduler which uses advanceddsting
techniques for schedule generation [13].

to provide a simulation
environment that supports simulation of varying dGri

[14] present statistical models that are able tpraduce
various autocorrelation structures, including pseud
periodicity and long range dependence. By condgatindel-
based simulation they quantitatively evaluate teggsmance
impacts of workload autocorrelations in Grid scHetiu The
results obtained indicate that autocorrelationsltés system
performance degradation, both at the local andGtie level.
Few years ago, Phatanapherom er al. [15] sustaih tth
develop grid scheduling algorithms, a high perfamoe
simulator is necessary since grid is an uncontr@laand
unrepeatable environment. They propose a discreente
simulation library called HyperSim is used as egikie
building blocks for grid scheduling simulator. These of
event graph model for the grid simulation is pragbsThis
model is well supported by HyperSim which yieldsvery
high performance simulation. Fu and Fan [16] foousheir
paper on how to schedule a system with distribuésdurces
for multiple task execution. They explore the dyimam
scheduling method for the parallel tasks with dejgecies in
distributed environments.

VL.

Simulation is a very powerful tool, and now maybe bnly
one, considering the complexity (and cost!) of Gsidtems.

In Grid environments, it is hard and even impossibb
perform scheduler performance evaluation in a rigyde and
controllable manner as resources and users argbdiset
across multiple organizations with their own pagi In
addition, Grid test-beds are limited and creating a
adequately-sized test-bed is expensive and timgucoimg.

The aim of the experiments was to evaluate a few
scheduling algorithms (for task without and with
dependencies) in order to measure a QoS const(hkes
makespan). It is very hard to compare these alguost
because there are many different assumptions amditioms
from which some of the scheduling algorithms staasks
with DAG dependencies are frequent in case of Grid
applications and they require advanced schedulingeglures
that must consider QoS requirements. In this papas
proposed a simulation-based solution to evaluate th
performances of Grid scheduling algorithms.

The results could be used in decisions regarding
optimizations to existing Grid DAG Scheduling andr f
selecting the proper algorithm for DAG schedulingvarious
actual situations. The main contribution of the spraed
research consists in the development of the simuldayer in
MONARC that is appropriate for DAG scheduling aigfuns
evaluation. It was introduced a set of recent dlgors and
presented the solution to evaluate DAG scheduliggrahms
using a generic simulator for large scale distedusystems
guided by QoS constrains.

In this field, future work will include, among oth&ings:
the analysis of a wider set of scheduling algorghearrently
used in Grid systems; the establishment of relevant

CONCLUSION

experimenta’?erformance measures and an improved simulatioremtice

evaluation of the current scheduling algorithmsingisthe

Li and yBuy chosen model. We will consider new scheduling aligors
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real-time scenarios, solutions for backup aedowery

from error (re-scheduling) and solving the probleinco-
scheduling and multi-criteria constraints schedulin
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