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#### Abstract

The residue number system (RNS), due to its properties, is used in applications in which high performance computation is needed. The carry free nature, which makes the arithmetic, carry bounded as well as the paralleling facility is the reason of its capability of high speed rendering. Since carry is not propagated between the moduli in this system, the performance is only restricted by the speed of the operations in each modulus. In this paper a novel method of number representation by use of redundancy is suggested in which $\left\{r^{n}-2, r^{n}-1, r^{n}\right\}$ is the reference moduli set where $r=2 k+1$ and $k=1,2,3, \ldots$. This method achieves fast computations and conversions and makes the circuits of them much simpler.
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## I. Introduction

THE residue number system (RNS) is a system for number representation. During the past decades, this system has received unprecedented attention. In this system, residues of the original number with respect to a moduli set are represented instead of the original number itself. Thus the number will be split in-to some smaller numbers which are independent and operations can be accomplished on them separately and concurrently which makes the computations simpler and much faster.

RNS can support carry limited and high speed arithmetic and error detection as well as error correction applications [1]. Because of all of these unique features, its usage in variety of fields is growing rapidly. Some applications of RNS are digital signal processing (DSP), digital image processing, digital filters, fast Fourier transform (FFT) computations as well as digital communications [2]-[10].

The moduli set should be selected such that its members are pairwise relatively prime [12]. If the moduli set $\left\{m_{1}, m_{2}, \ldots, m_{j}\right\}$ is selected, number $X$ within the dynamic range $M$ is represented by its corresponding residues as a j tuple set $\left(x_{1}, x_{2}, \ldots, x_{j}\right)$ such that:
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$$
\begin{gather*}
M=m_{1} \times m_{2} \times \ldots \times m_{j}=\prod_{i=1}^{j} m_{i}  \tag{1}\\
X=m_{i} q_{i}+x_{i} \quad 0 \leq x_{i} \leq m_{i} \quad i=1,2, \ldots, j \tag{2}
\end{gather*}
$$

In (2) $q_{i}$ is a non-negative integer [11], [12].
Introducing several moduli sets such as $\left\{2^{n}-1,2^{n}, 2^{n}+1,2^{2 n+1}-1\right\}, \quad\left\{2^{n}-1,2^{n}, 2^{n}+1,2^{2 n+1}-1\right\}$, $\left\{2^{n+1}-1,2^{n}, 2^{n}-1\right\}, \quad\left\{2^{n}-1,2^{n}, 2^{n}+1,2^{n+1}-1,2^{n-1}-1\right\}, \ldots$ have been brought about by recent works in RNS [13]-[15]. In [16] we used the moduli set $\left\{3^{n}-2,3^{n}-1,3^{n}\right\}$, however $\left\{r^{n}-2, r^{n}-1, r^{n}\right\}$ where $r=2 k+1$ and $k=1,2,3, \ldots$ is used as our reference moduli set in this paper which makes the method more general compared to $\left\{3^{n}-2,3^{n}-1,3^{n}\right\}$.

The rest of the paper is organized as follows. Section 2 provides some explanations about the redundant residue number system (RRNS). In section 3 the proposed representation method is introduced. Section 4 shows the methodology to find the RRNS equivalent of a number in moduli $\left\{r^{n}-2, r^{n}-1, r^{n}\right\}$ and the related circuits. Section 5 demonstrates the adders in this moduli set. In section 6 comparison of our proposed method with another method is provided. Finally, section 7 offers the conclusions.

## II. Redundancy in Computer Arithmetic and REDUNDANT RNS

Three benefits are provided while redundancy is applied to computer arithmetic. The first benefit is to improve reliability, the second one is to increase speed of computation and the last one is to provide structural flexibility [17]. To implement the first one, hardware redundancy and/or redundant arithmetic codes are used. For the second and the third cases several methods have been introduced. One is utilization of faster elements like carry save adders (CSA). Redundancy in representation is another robust method which has been used a lot [17].

In RNS three types of redundancy is considered [11]:

1) Extra residues (moduli) which is appropriate when the goal is production of a desired dynamic range.
2) Redundant representation of conventional residues which is appropriate when faster arithmetic is needed.
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3) Redundant residues with a range exceeding the $m$ values in $[a, m+a)$ for some a (in mod- $m$ residues).
Researchers have focused on the first type and the others have got less consideration. In this paper we use a mixture of the second and the third types.

## III. Redundant Representation of Residues in the Proposed Approach

In this paper we use the high radix moduli set $\left\{r^{n}-2, r^{n}-1, r^{n}\right\}$ where $r=2 k+1$ and $k=1,2,3, \ldots$ which has been extensively investigated in [18]. In order to represent numbers in the conventional system, the multiple-valued logic (MVL) has been employed. In comparison with the binary logic, MVL is capable of representing larger numbers with fewer positions.

Although $n$ digits are adequate to represent residues in moduli $r^{n}, r^{n}-1$ and $r^{n}-2$, we use $2 n$ digits in our method, which means that we benefit from $n$-bit redundancy. CSA is our basic element to implement the circuits. We define the partial Sum and the partial Carry of the last CSA in circuits as the final outputs which show the residue, so the produced residue has $2 n$ digits instead of $n$ digits this way ( $n$-digit Sum and $n$-digit Carry). In this method to represent a residue, a class of equivalence exists which contains all the possible representations of the residue with $n$-digit Sum and $n$-digit Carry with a predefined restriction. (Sum and Carry are the outputs of CSA.) The Sum digits belong to [ $0, r-1$ ] however the Carry's interval is restricted to $[0,6]$ except the least significant digit of Carry which could be up to 12 .

> IV. CONVERTERS FOR MODULI SET $\left\{r^{n}-2, r^{n}-1, r^{n}\right\}$ wITH REDUNDANCY
$3 n$ digits are needed to represent numbers with the moduli set $\left\{r^{n}-2, r^{n}-1, r^{n}\right\}$ in the conventional system, because all possible integers in the dynamic range must be covered uniquely. It is proved as follows.

Theorem 1:3n digits cover the dynamic range of the moduli set $\left\{r^{n}-2, r^{n}-1, r^{n}\right\}$.

Proof: We prove that the following inequality is correct so the theorem will be proved consequently.

$$
\begin{align*}
\left(r^{n}\right)\left(r^{n}-1\right)\left(r^{n}-2\right)<r^{3 n} & \Rightarrow r^{3 n}-3 r^{2 n}+2 r^{n}<r^{3 n} \\
& \Rightarrow 1-3 r^{-n}+2 r^{-2 n}<1  \tag{3}\\
& \Rightarrow-3 r^{-n}+2 r^{-2 n}<0 \\
& \Rightarrow 2 r^{-2 n}<3 r^{-n} \Rightarrow 3>2 r^{-n}
\end{align*}
$$

In the last inequality, the case where the right side is the largest occurs when $r=3$ and $n=1$.

So we have

$$
\begin{equation*}
3>2 \times\left(\frac{1}{3}\right)^{1} \Rightarrow 3>\frac{2}{3} \tag{4}
\end{equation*}
$$

The last inequality is always correct so the theorem is proved.

Thus number $X$ is represented as follows:

$$
\begin{equation*}
X=\underbrace{a_{3 n-1} \ldots a_{2 n+1} a_{2 n}}_{A} \underbrace{a_{2 n-1} \ldots a_{n+1} a_{n}}_{B} \underbrace{a_{n-1} \ldots a_{1} a_{0}}_{C} \tag{5}
\end{equation*}
$$

According to what was discussed formerly, $A, B$ and $C$ are $n$-digit. Residues of $X$ with respect to the moduli will be obtained as follows.

## A. Residue in Modulus $r^{n}$

It is apparent that the residue in this modulus is the number which is shown by the right most digits of $X(C)$.

$$
\begin{equation*}
[X] \bmod r^{n}=a_{n-1} \ldots a_{1} a_{0}=C \tag{6}
\end{equation*}
$$

We should only convert the residue to the adopted redundant representation in our method. This will be achived by resetting all the $n$ digits of Carry to zero. Thus the representation will be as the following:

$$
\begin{equation*}
R_{1}=\underbrace{00 \ldots 0}_{\substack{n \text {-digit } \\ \text { Carry }}} \underbrace{a_{n-1} \ldots a_{1} a_{0}}_{\substack{n \text {-digit } \\ \text { Sum }}} \tag{7}
\end{equation*}
$$

## B. Residue in Modulus $r^{n}-1$

This residue will be obtained as follows:

$$
\begin{align*}
R_{2} & =\left[a_{3 n-1} \ldots a_{2 n+1} a_{2 n} a_{2 n-1} \ldots a_{n+1} a_{n} a_{n-1} \ldots a_{1} a_{0}\right] \bmod r^{n}-1 \\
& =\left[\left(a_{3 n-1} \ldots a_{2 n+1} a_{2 n} a_{2 n-1} \ldots a_{n+1} a_{n}\right) \times\left(r^{n}-1+1\right)\right. \\
& \left.+\left(a_{n-1} \ldots a_{1} a_{0}\right)\right] \bmod r^{n}-1 \\
& =\left[\left(a_{3 n-1} \ldots a_{2 n+1} a_{2 n}\right) \times\left(r^{n}-1+1\right)\right.  \tag{8}\\
& \left.+\left(a_{2 n-1} \ldots a_{n+1} a_{n}\right)+\left(a_{n-1} \ldots a_{1} a_{0}\right)\right] \bmod r^{n}-1 \\
& =\left[\left(a_{3 n-1} \ldots a_{2 n+1} a_{2 n}\right)+\left(a_{2 n-1} \ldots a_{n+1} a_{n}\right)\right. \\
& \left.+\left(a_{n-1} \ldots a_{1} a_{0}\right)\right] \bmod r^{n}-1=(A+B+C) \bmod r^{n}-1
\end{align*}
$$

Equation (8) shows that firstly we should calculate $A+B+C$ and then compute the residue of the obtained sum modulo $r^{n}-1$.
To verify the correct design, different possible values of $A$, $B$ and $C$ have been analyzed. The dynamic range of the moduli set is $r^{3 n}-3 r^{2 n}+2 r^{n}$ so the representable numbers belong to $\left[0, r^{3 n}-3 r^{2 n}+2 r^{n}-1\right]$. Hence the largest representable number is $r^{3 n}-3 r^{2 n}+2 r^{n}-1$. This number is computed as the following:

$$
\begin{align*}
& r^{3 n}=(1 \underbrace{00 \ldots 0}_{3 n \text { digits }})_{r}  \tag{9}\\
& 3 r^{2 n}=(3 \underbrace{00 \ldots 0}_{2 n \text { digits }})_{r}  \tag{10}\\
& 2 r^{n}=(2 \underbrace{00 \ldots 0}_{n \text { digits }})_{r} \tag{11}
\end{align*}
$$

Therefore we have

$$
\begin{align*}
r^{3 n} & -3 r^{2 n}+2 r^{n}-1 \\
& =(\underbrace{100 \ldots 0}_{3 n+1 \text { digits }}-\underbrace{00 \ldots 0300 \ldots 0}_{3 n+1 \text { digits }}+\underbrace{00 \ldots 0200 \ldots 0}_{3 n+1 \text { digits }}-1)_{r}  \tag{12}\\
& =(\underbrace{r-1 r-1 \ldots r-1 r-3}_{n \text {-digit } A} \underbrace{00 \ldots 0}_{n \text {-digit } B} \underbrace{r-1 r-1 \ldots r-1}_{n \text {-digit } C})_{r}
\end{align*}
$$

In (12), summation of $A, B$ and $C$, outputs the carry-out 1 . Now consider the following case within the dynamic range which dictates how the circuits can be designed:

$$
\begin{equation*}
(\underbrace{r-1 r-1 \ldots r-1 r-4}_{n \text {-digit } A} \underbrace{r-1 r-1 \ldots r-1}_{n \text {-digit } B} \underbrace{r-1 r-1 \ldots r-1}_{n \text {-digit } C})_{r} \tag{13}
\end{equation*}
$$

Where $r=2 k+1$ and $k=2,3, \ldots$.
And for $r=3$ :

$$
\begin{equation*}
(\underbrace{22 \ldots 212}_{n \text { digits }} \underbrace{22 \ldots 2}_{n \text { digits }} \underbrace{22 \ldots .2}_{\text {digits }}) \tag{14}
\end{equation*}
$$

In (14), when calculating $A+B+C$, carry-out is 2 . Since in this modulus each unit of carry-out (Cout) has the value of 1 , to take this value into accout carry save adder with end around carry (CSA with EAC) is utilized. The popular full adder (FA) cell in binary is 3 -input and it is 4 -input in ternary therefore the CSA in the former is 3 -to- 2 and in the latter is 4-to-2 [19]. The CSA in radix $r$ is described in theorem 2.

Theorem 2: CSA in radix $r$ may have up to $(r+1)$ inputs.

Proof: The full adder basic cell in radix $r$ has two singledigit outputs (Carry and Sum) and the maximum value of each output is $(r-1)$. Hence the maximum representable number in the output of a cell in radix $r$ is $[(r-1)+r(r-1)]$. Assume that all inputs are $(r-1)$. The sum of these inputs must be represented in the output so the maximum number of inputs ( $l$ ) is determined by the largest representable number in the output.

Therefore we have

$$
\begin{align*}
l \times(r-1) & =(r-1)+r(r-1)=(r-1)(r+1)  \tag{15}\\
& \Rightarrow l=(r+1)
\end{align*}
$$

It is proved that CSA in radix $r$ may have up to $(r+1)$ inputs, as well.

Each cell of the CSAs which are used hereafter may take $(r+1)$ digits as inputs and returns two digits (outputs) as Sum and Carry. If less than $(r+1)$ inputs are needed, we will apply all zeros to the inputs which are not connected, however these unused inputs are not illustrated in the future figures. Using a CSA with EAC in implelementation, the outputs show the correct result in the all cases. Fig. 1 shows the converter modulo $r^{n}-1$.


Fig. 1 Converter for modulus $r^{n}-1$
C. Residue in Modulus $r^{n}-2$

To obtain the residue in this modulus the following procedure is used:

$$
\begin{align*}
R_{3} & =\left[a_{3 n-1} \ldots a_{2 n+1} a_{2 n} a_{2 n-1} \ldots a_{n+1} a_{n} a_{n-1} \ldots a_{1} a_{0}\right] \bmod r^{n}-2 \\
& =\left[\left(a_{3 n-1} \ldots a_{2 n+1} a_{2 n} a_{2 n-1} \ldots a_{n+1} a_{n}\right) \times\left(r^{n}-2+2\right)\right. \\
& \left.+\left(a_{n-1} \ldots a_{1} a_{0}\right)\right] \bmod r^{n}-2=\left[2 \times\left(a_{3 n-1} \ldots a_{2 n+1} a_{2 n}\right)\right. \\
& \times\left(r^{n}-2+2\right)+2 \times\left(a_{2 n-1} \ldots a_{n+1} a_{n}\right)  \tag{16}\\
& \left.+\left(a_{n-1} \ldots a_{1} a_{0}\right)\right] \bmod r^{n}-2 \\
& =\left[4 \times\left(a_{3 n-1} \ldots a_{2 n+1} a_{2 n}\right)+2 \times\left(a_{2 n-1} \ldots a_{n+1} a_{n}\right)\right. \\
& \left.+\left(a_{n-1} \ldots a_{1} a_{0}\right)\right] \bmod r^{n}-2=(4 A+2 B+C) \bmod r^{n}-2
\end{align*}
$$

While radix $r$ CSAs are used, the maximum generated carryout in calculating $4 A+2 B+C$, is 6 . In this modulus each unit of carry-out has the value of 2 therefore carry-out should be added to the resultant Sum and Carry at the next levels. In this modulus we should design the converter for five cases seperately. In radix $r=3$ and $r=5$ the maximum number of inputs are 4 and 6 , respectively. The converter modulo $3^{n}-2$ where $n=2,3$ is demonstarted in Fig. 2 and this convertor will be simplified for $n \geq 4$ as Fig. 3. Since for $n \geq 4$ the third level CSA does not generate carry-out, this simplifications will be applied and carry-out of the second level will be placed in the least significant position of the final Carry. As it is clear,
for $n=1$, the residue is always 0 in this modulus. Since the number of inputs is limited, two parallel CSAs are employed at the first level.


Fig. 2 Converter for modulus $3^{n}-2$ where $n=2,3$


Fig. 3 Converter for modulus $3^{n}-2$ where $n \geq 4$

Fig. 4 illustrates the converter in modulus $5^{n}-2$. Since each digit of the last Carry is up to 2 (obtained by analysis), only one radix $r$ full adder (FA) is utilized to add the carry-out. (Cout and the least significant digit are the inputs.) In this modulus the Sum of the FA, will be placed in the least significant position of the final Carry. As the previous converter this conversion is done in 3 levels however the hardware needed is reduced.It can clearly be perceived that converters are getting simpler. This fact will be more apparent in the future figures which show the converters in higher radices.


Fig. 4 Converter for modulus $5^{n}-2$
For $r=7,9,11$ the covertor modulo $r^{n}-2$ is as Fig. 5.


Fig. 5 Converter for modulus $r^{n}-2$ where $r=7,9,11$
For $r \geq 13$ where $r=2 k+1$ the converter in modulus $r^{n}-2$ is realized as Fig. 6


Fig. 6 Converter for modulus $r^{n}-2$ where $r \geq 13$
V. RNS AdDERS with Moduli Set $\left\{r^{n}-2, r^{n}-1, r^{n}\right\}$

When number $X$ is converted to the RRNS form as result of
above mentioned equations, arithmetic operations may be carried out. Recalling that the produced residue has a Sum as well as an accompanying Carry and that in RNS each modulus has a separate adder, the adders modulo $r^{n}, r^{n}-1$ and $r^{n}-2$ will be designed as follows. Assume that the numbers to be added are D and E and the resultant number is F .

## A. Modulo $r^{n}$ Adder

According to what explained previously, in our method, Carries of the residues modulo $r^{n}$ is all zeros. Hence we do not use Carries to perform add operation and we only add the Sums. Since Carry digits are not allowed to be more than 6 (The least significant digit is not allowed to be more than 12.), the adder is designed to be as Fig.7.


Fig. 7 Modulo $r^{n}$ adder

## B. Modulo $r^{n}-1$ Adder

In a similar manner like the previous adder, the adder in this modulus is realized as Fig. 8. In this adder both Sums and Carries are used as the inputs of the CSA.


Fig. 8 Modulo $r^{n}-1$ adder

## C. Modulo $r^{n}-2$ Adder

The maximum carry-out of the first CSA in the modulo $3^{n}-2$ adder is 2 , however it is 1 for all other cases. Accordingly Fig. 9 and Fig. 10 show the adders in modulus $3^{n}-2$ and other moduli of the type $r^{n}-2$, respectively. Cout and the least significant digit of Carry are the inputs of the FA in Fig. 10.


Fig. 9 Modulo $3^{n}-2$ adder


Fig. 10 Modulo $r^{n}-1$ adder where $r \neq 3$ and $n \neq 2$

## VI. Comparisons

Since the moduli set $\left\{r^{n}-2, r^{n}-1, r^{n}\right\}$ has been introduced and fully described in [18], we compare our proposed design with [18]. These comparisons are presented in the following tables. Table I shows the comparison of delay in conversion and Table II shows the comparison of delay in addition. The tables demonstrate improvements in terms of speed in circuits. The circuits of the forward converters and the adders are able to perform $n$-independently. ( $n$ is the exponent of $r$ in $r^{n}$ modulus.) Hence a large reduction in the delays of the circuits occurs which is more apparent in large radices. Moreover, in comparison with the circuits presented in [18], for large radices the corresponding circuits in our method are much simpler.
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TABLE I
Comparison of Delay in Conversion

| Maximum delay in the proposed method | Maximum delay in [18] | Modulus |
| :---: | :---: | :---: |
| $4 t_{\text {FA3 }}$ | $(n+1) t_{F A 3}+t_{M U X}{ }_{(3 \times 1)}$ | $\begin{aligned} & r^{n}-2 \\ & (r=3) \end{aligned}$ |
| $3 t_{\text {FA } 5}$ | $(n+1) t_{F A 5}+t_{M U X}{ }_{(3 \times 1)}$ | $\begin{aligned} & r^{n}-2 \\ & (r=5) \end{aligned}$ |
| $2 t_{\text {FA }}$ r | $(n+1) t_{F A r}+t_{M U X}{ }_{(3 \times 1)}$ | $\begin{aligned} & r^{n}-2 \\ & (r \geq 7) \end{aligned}$ |
| $t_{\text {FAr }}$ | $n t_{F A r}+t_{M U X}(3 \times 1)$ | $r^{n}-1$ |
| 0 | 0 | $r^{n}$ |

TABLE II

| Maximum delay in the proposed method | Maximum delay in [18] | Modulus |
| :---: | :---: | :---: |
| $2 t_{\text {FA } 3}$ | $n t_{F A 3}+t_{M U X}(2 \times 1)$ |  |
| $2 t_{\text {FA } 5}$ | $n t_{F A 5}+t_{M U X}{ }_{(2 \times 1)}$ |  |
| $2 t_{\text {FAr }}$ | $n t_{F A r}+t_{M U X}(2 \times 1)$ |  |
| $t_{F A r}$ | $n t_{F A r}+t_{M U X}(2 \times 1)$ | $r^{n}-1$ |
| $t_{F A r}$ | $n t_{\text {FAr }}$ | $r^{n}$ |

## VII. Conclusion

In this paper we used a high radix moduli set. In order to represent the residues, a novel redundant method is employed. The use of the redundant method leads to efficient designs in terms of delays of the related circuits. At the expense of using $n$ redundant digits, a large reduction in the delays of the conversion and computational circuits in residue arithmetic will be achieved. The delays of the presented circuits using the general moduli set $\left\{r^{n}-2, r^{n}-1, r^{n}\right\}$ does not depend on $n$, the exponent of the moduli. Hence the larger moduli which generate larger residues will have short delays in their circuits and furthermore, for $r \geq 7$ the delays are constant multiples of the delays of the basic full adder cells and this evidently shows a development in the design of RNS circuits.
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