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Recognition and Reconstruction of Partially
Occluded Objects
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Abstract— A new automatic system for the recognition and re-
construction of rescaled and/or rotated partially occluded objects is
presented. The objects to be recognized are described by 2D views
and each view is occluded by several half-planes. The whole object
views and their visible parts (/inear cuts) are then stored in a database.
To establish if a region R of an input image represents an object
possibly occluded, the system generates a set of linear cuts of R and
compare them with the elements in the database. Each linear cut of R
is associated to the most similar database linear cut. R is recognized
as an instance of the object O if the majority of the linear cuts of R
are associated to a linear cut of views of O. In the case of recognition,
the system reconstructs the occluded part of R and determines the
scale factor and the orientation in the image plane of the recognized
object view. The system has been tested on two different datasets of
objects, showing good performance both in terms of recognition and
reconstruction accuracy.

Keywords— Occluded Object Recognition, Shape Reconstruction,
Automatic Self-Adaptive Systems, Linear Cut.

I. INTRODUCTION

ANY industrial machine vision applications, like fac-
Mtory automation and quality control, and the chal-
lenges posed by Image Understanding made recognition of
partially occluded objects one of the most investigated field
in Computer Vision and Pattern Analysis. Given a region of
an image, the problem is to determine whether it represents
a portion of an object. The main difficulty is the definition
of a model of the object, that permits its recognition from
its parts. Moreover, since an object can appear under various
conditions (e.g. rotated and/or rescaled, differently illuminated,
deformed... . ), the object model and/or the recognition strategy
must be invariant with respect to these variations.

The most popular approaches describe the objects and the
image portion by means of local features, like pixel intensity,
corners, high curvature points, edge fragments, circle arcs
approximating the boundary, inflections and bi-tangent points,
[6], [12], [7], [15], [16], [9]. Other methods, e.g. [14], describe
the objects and the image region by some subsets of pixels,
allowing a stable detection and recognition of the objects.
In other cases (e.g. [17], [13]), the description is done by
dividing the object image into many regular parts, for example
rectangles, and by describing each of them by global features.
For objects consisting of distinguishable parts arranged in a
fixed spatial configuration, the model is composed by a de-
scription of the parts along with information about their spatial
relationships or even with a label about their functionality
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[10], [18]. Generally, in all these models, the local features
are organized in hierarchical structures, for instance trees or
graphs, and recognition is reduced to their matching [11], [7],
[8].

The choice of the local features for the object description, their
extraction from the image, and the matching algorithm for
the recognition are often computationally expensive, requiring
generally at least cubic time for the feature selection (e.g. for
the Fourier transform computation) and even more for finding
the feature correspondences, also when a priori knowledge or
heuristic rules are introduced [19].

This work presents (RO)? (Recognition and Reconstruction of
partially Occluded Objects), an automatic self-adaptive system
that recognizes partially occluded objects and reconstructs
their whole shape. Differently from the approaches enumerated
above, the description of the database objects and of the image
region to be recognized do not imply the use of local features.
Moreover the computation of the descriptors as well as the
features matching are very fast.

The main advantages in the use of (RO)? are the simplicity
of the object model, the invariance by rescaling and rotating,
and the restricted user interaction. The model of an object
consists of many 2D views, representing the whole object
from different points of view or an occlusion of it by a half-
plane (linear cut). The recognition of a region R of a color
image as an instance of an object possibly occluded is done by
generating many linear cuts of R and by comparing them with
those of each object. This process is guided by heuristic rules,
that employ some thresholds related to geometric properties
(area, orientation, scale factor) or visual similarity (L distance
and log-polar distance) of the linear cuts to compare. These
heuristic parameters are dependent on the input database and
on the half-planes used to build the object models. Since the
system evaluates them in a complete automatic way, it is a
self-adaptive system with respect to the input database and to
the object models.

The main disadvantage is due to the fact that the system needs
a large amount of memory space to store the database con-
taining the objects and their cuts, but a distributed architecture
can easily solve this problem.

Section II outlines (RO)?; Section III illustrates the method
for the construction of the object model and the technique for
the automatic estimation of all the thresholds involved in the
recognition process; Section IV explains the procedure for the
recognition of occluded objects; Section V illustrates how the
system reconstructs the whole shape of an occluded recognized
object; Section VI presents some experiments and the obtained
results; finally, Section VII contains some conclusions and the
plans for the future work.
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Fig. 1. (RO)? operating phases.

II. SYSTEM (RO)?

System (RO)? manages databases in which the objects are
represented by 2-dimensional views, as [1]. Let D be such
a database. The system occludes each view by half-planes
having different slope and masking different percentage of
the view. Then it builds a new database D’ containing the
remaining visible parts (linear cuts) and D. To establish if a
region R of an input image is a view possibly occluded of
an object of D, the system generates a set of linear cuts of
R and compares them with the items of D’. Each element
of D’, R, and each linear cut of it are described by means
of a vector of low-level features, such as color, shape and
texture. Visual similarity between a portion of R and an
element of D’ is defined as the L'-distance between their
correspondent feature vectors. The pairs (Cr,Co,), wWhere
Cr is a linear cut of R and Cp, is the element of D’ having
the smallest distance from it (recognition distance), are stored
in a list. R is recognized as an instance of an object O in
D if the majority of the linear cuts of R is associated to
a linear cut of views of O. The percentage of cuts of O
associated to R is returned as recognition confidence. In case
of recognition, the system selects the pair (Cr,Co,) such
that the log-polar transforms of C'r and Co, match as well

Fig. 2. Rectangles for the generation of the linear cuts of a view of an object
of COIL-100 [1]. The direction 6 of the occluding half-plane is PoP; with
respect to the reference system xy.

as possible, and uses O, to reconstruct the whole shape of
R. Since the descriptors are invariant by rescaling, rotation,
and composition of thereof, the system is able to recognize
also rotated and/or rescaled partially occluded views. The scale
factor of R and its orientation in the image plane with respect
to the associated object view are determined.

The key point of the method implemented in (RO)? is the

concept of linear cut, that is formally defined as follows. Let
@ be a planar region. Let  be a half-plane intersecting Q.
The sets NQ and Q — ( N Q) are said the linear cuts of
(@ with respect to , or, briefly, the -linear cuts of Q.
The algorithm for the generation of 2h linear cuts of () with
respect to a sheaf of parallel half-planes { ;};=1 . 5 with
slope @ is based on the computation of the bounding rectangle
R(6) of Q with direction 0 (Fig. 2). Let Py, P1, P, P3 be its
vertices, and let 7" = {¢1,...,t,} be a set of real values in (0,
1). For each ¢ in {1,...,h}, the system builds the rectangle
R/(9) with vertices P, P{, P, P3, where

Py =Py +t;(Ps— Py), Pl = P, + t;(Ps — Py),

and computes the ;-linear cuts

QNPPIPP;, Q- (QNPyPPaPs).

The computation of the linear cuts of an object view O, as
well as of an input image region R is carried out by running
the algorithm described above on a set {61, ...,0;} of slopes
defined in [0, 7]. In this work, these angles as well as the
elements of 7" are equally spaced in their variability ranges.
Therefore, we refer to the values k& and h as the generation
cut parameters, briefly indicated with GCPs.
The GCPs are set by the user. The GCPs used for the object
model construction can be different from the GCPs used for
the generation of the linear cuts of the region R. Moreover,
the values of k£ and h can be different for each object in the
database and even for each object view. A general prescription
is to input a large number of linear cuts for constructing the
model of the objects and a small number of cuts for the
recognition procedure. However, the experiments reported in
[20] showed that the system performances are stable with
respect to changes of the GCPs used for the object model
construction and in the recognition algorithm.

The work flow of (RO)? is shown in Fig. 1. It is parti-
tioned in three main phases: configuration, recognition, and
reconstruction.
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III. CONFIGURATION

The Configuration phase consists of two steps: the object
model construction and description, and the estimation of the
thresholds used in the Recognition phase.

Object Model Construction and Description: The user
inputs are an object database D, the GCPs n, m for the linear
cut generation, and two real values p,,pp in (0,1), p, < o,
related to the percentage of the minimum visible area of the
linear cuts. First, the system describes each object view O,
of D in terms of a vector of low-level feature, computes its
area A(O,), occludes O, by nm half-planes, and then inserts
O, and its linear cuts having area in [p, A(O,), ppbA(O,)] in
a new database D’. The linear cuts of O, with area greater
than p, A(O,) are described and compared with the items of
D, and they are put in D’ only if the object classifier does not
recognize them as instances of O, i.e. the most similar item
of D’ returned by the object classifier is not a view of O.
The parameters p, and p;, are used to avoid the generation of
too small linear cuts and the insertion in D’ of linear cuts very
similar to the whole object view. Generally, p, is close to 0,
while p is close to 1.

The low-level feature vectors are computed by means of the
extended version [4] of the content-base image retrieval system
COMPASS [3] employed as object classifier. An image portion
is described by means of histograms representing intensity,
hue, saturation, edge distribution, while the Fourier coefficients
and the Li Moments are used to describe its shape. The
distributions of hue and saturation are represented also by
two dimensional coocurrence matrices. The feature extraction
and search process are very efficient [5], for example the
description of an image with a size 128 x 128 pixels takes 0.13
seconds about, and retrieving the closest items in a database
of 1 million elements takes less than a second on a standard
Pentium4 2GHz CPU.

In this phase, the system computes the minimum and the
maximum values A,,;, and A,,.. of the area of the elements
of D’.

Estimation of Thresholds for Recognition: The user inputs
of this steps are the GCPs ng, mp for the linear cuts of
the input image region. Moreover, the user has to specify the
ranges [av, ao, [11,1)2] of variability for the scale factor and
orientation in the image plane of the objects to be recognized.
The main output of this phase is the estimate of all the
thresholds employed in the recognition algorithm. These pa-
rameters are six: (a) the values a%Amm, a%AmaI regarding
the minimum visible area of the cuts, and two thresholds
(Eiak), (Eangle) related to the accuracy of the system on the
determination of the scale factor and the orientation of rotated
and/or rescaled object views or cuts (geometric parameters);
(b) two thresholds and related to the object visual
similarity (similarity parameters).
The estimation of (E2 ), (Eungie)» and s carried
out by two steps:
o Object Transformation - For each view O,, of an object O
of D, the system computes a transformation ¢, 4, given
by the combination of the rescaling of factor a with the

rotation of angle v in the image plane. o and ¢ are
randomly chosen in [y, ], [t1, 2] respectively. Let
S be the set of the transformed object views of D.

For each element of S, the system generates at most
ngpmpg linear cuts having area greater than a?A,,,
and submits each of them to the object classifier, that
describes and compares it with the elements of D’: a
linear cut C of ¢, (O,) is recognized iff the item K of
D’ with the smallest distance d(C) (recognition distance)
from C is a view or a linear cut of a view of O. An
element ¢, 4(0,) of S is recognized iff the most of its
linear cuts are associated to O.

o Estimation of filtering and similarity thresholds - For each
cut generated in the previous step, (RO)? computes two
estimates a4 and ay,, for the scale factor and an estimate
1y for the orientation of C' with respect to K. a4 is

calculated as
_JAC)
A=\ T ") (D

where A() is the area of the region in the brackets. gy,
and 1)y, are computed by means of the log-polar trans-
forms £(C) and £L(K). More precisely, (RO)? calculates
the vertical and the horizontal shifts s, and s;, of £L(C)
on L(K), such that £(C) and £(K) match as well as
possible, i.e. such that their L' distance §(C) in the
normalized color space rgb is the smallest as possible.
ayp and 1)y, are the anti-transformations of s, and sy
respectively. The errors on the determination of scale
factor and of the orientation are defined as follows:
Eﬁ;ale = |C¥ - aA|’ Ei‘f‘ale

Eangle = mln{W - wlp|7 2m — W) - wlp‘}'

The system computes the mean values (EZ ;) and
(Eangle) and the distributions of the recognition distance
and of the log-polar distance. The values of the threshold

on the recognition distance of the linear cut, and of
the threshold  on the log-polar distance are fixed as the

percentiles pg and ps respectively, of these distributions.
The distributions of Eiale and Eg,,g are returned as
measure of the system accuracy on the determination of the
scale factor and the orientation. Moreover, (RO)? computes
the percentages pc (ng, mg) of recognized cuts and the mean
recognition confidence (r.(ng,mg)) for the elements of S.
These values are an a-priori measure of the recognition system
performances.

= |or — aup|

I'V. RECOGNITION

Let R be an input image region. The first step in the
recognition procedure is a check on the area A(R): (1) if
A(R) € [02Amin, 03 Amaz], N0 recognition is made; (2) if
A(R) = a2 A the system compares the region R directly
with the items of D; (3) if A(R) € (&2 Apin, @3 Amazl, the
system uses the method of linear cuts to recognize R (see Fig.
1).

In the third case (that we consider here), the recognition
process consists of three phases:
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Generation of linear cuts of R: the system computes the
linear cuts of R with GCPs ngr, mp. Only the linear cuts
having area greater than a%Amm and scale factor (1) in
[avr, o] are retained and described. Let Cr be such a cut.
The object classifier describes Cr in two ways: first, it uses all
the descriptors and finds the most similar item K g in D’; then
the object classifier finds the most similar item K7 in D’ by
excluding from the description the shape features. The control
on the equality of Kz and K is done to reduce possible
errors of the object classifier. In fact, if Kz and K7, differ, it
is very probable that the cut C'r does not correspond to any
cut or view of an object in D’ (see Fig. 3). The output of
this phase is a list L of pairs (Cr, Kg), with Cg such that
Kpr and K7, are cuts of the same object, and the recognition
distance d(CR) is smaller than

Filter on scale factor: the system computes the distribution
of the weighted scale factor. The weighted scale factor of the
cut Cr is defined as as (Cr)w(CR), where a4 (CR) is the
scale factor of C'r computed by (1), and

w(Cpr) = _—dCr) @)

In order to reduce the noise in the histogram of the weighted
scale factors, the system computes the convolution f x G
between the distribution f of the weighted scale factors and a
Gaussian kernel G with o = (E4 ).

The system computes the optimal scale factor a.op defined as
the minimum value of the maximum points of the function f x
G, and removes from L the pairs (C'r, Kr) such that a4 (CR)
does not belong to the range [cvopr — (E2 ), dopt + (B2 0]
Log-Polar Filter: for each element (C'r, Kr) of L the system
estimates the scale factor o, (C'r) and the orientation 1, (Cr)
in the image plane of C'r with respect to K by means of
the log-polar transform. The estimate of the scale factor by
this method is more precise than that given by (1), because
it takes in account also the visual similarity between L£L(CR)
and L(Kg) and consequently between Cr and Kpg.

The list L undergoes two filtering consecutive procedures:

a. the pairs (Cr, Kg) with 6(CR) greater than the threshold

are discarded,;

b. the system computes the distribution of the weighted
orientation, that is defined analogously to the distribu-
tion of the weighted scale factor. (RO)? computes the
convolution g = H of the distribution g of the weighted
orientations with a Gaussian kernel H with o = (Eqpnge).
Then it computes the optimal orientation 1,y defined
as the minimum value of the maximum points of the

= R
b. C.

Fig. 3. For the linear cut highlighted in a., the items K, and Kg (in b.
and c.) are different: this implies that the cut in a. is not reliable for the
recognition.

function g * H. Finally, it removes from L the pairs
(Cr, Kg) such that ¢;,(Cr) does not belong to the range
[¢opt - <Eangle>7 wopt + <Eangle>]~
If the list L is not empty, for each pair (Cg, Kg) in L the
system specifies the object of D which K belongs to and
returns the frequency of each object of D in the list L. R is
then recognized as an instance of an object O iff the majority
of its linear cuts are associated to a view, possibly occluded,
of O. The recognition confidence is returned as measure of
the recognition goodness.

V. RECONSTRUCTION
If R has been recognized as an instance of the object O of
D, the system selects from the list L the pair (Cr, Kr) with
the smallest log-polar distance §(Cg). Let O, be the object
view whose K is a linear cut. The function 7 that maps Kr
on Cp is given by the combination of the transformation

P(z) = R_y,cr)T T € Kp 3)

]
aip(Cr)
(where R_y, (cy) is the rotation of angle —1,(Cr)) with
the translation by the vector P = B(Cr) — B(¢(KR)) (where
B(-) denotes the barycenter).

The function n : Kr — Cpg is then extended to the function
7 : O, — R2, and 7(0,) is the reconstruction of the whole
shape of R.

VI. EXPERIMENTS

The recognition performance of (RO)? has been tested on
the synthetic databases COIL-25 and IKEA-400, described
in the following subsections. In both the cases, the extended
database D’ has been created by occluding the elements of the
original database D by half-planes with slopes {61,...,6,},
such that

0, = G-I i=1,... .n 4)
n

The set 7' = {t1,...,tm,} is such that, considered the mini-
mum bounding rectangles R(f;) and R'(0;) (j € {1,...,n})
defined in Section II, the euclidean distance || Py — P} || is
z pixels. The GCP m is then a function of x, that by turns
depends on the dimensions of the objects to be recognized.
For instance, for elongated objects, x is small. Note that in
the recognition algorithm it is not recommendable to use
the information about the size of R, because in the case of
occluded and rescaled objects, it may not correspond to the
real size.

For both the databases, we set p, = 0.40, p, = 0.90, [a1, as]
= [0.5, 1.5], [¢1, 2] = [0, 27], and pg = ps = 0.99.

Experiments of the dependency of the recognition perfor-
mance (RO)? on the GCPs used in the object model construc-
tion and in the recognition algorithm have been illustrated in
[20] for the dataset COIL-25. They showed that the system
performance is robust with respect to changes of the GCPs,
and varies between the 96% and 100%.

To testing the recognition performance of the system, for
each database, we construct four sets of images containing
rescaled and/or rotated objects partially occluded. We denote
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these sets with S5, Sas, Sss, Si5, where the subscript
indicates the percentage of occluded area. The rescaling factors
and the angles of rotation used for generating these sets
have been randomly chosen in [y, ], [t)1,12] and they
are different from those employed in the configuration phase
for the construction of the set S. Two examples of occluded
objects of COIL-25 and IKEA-400 are shown in Figures 4.
In all the cases the region R is the visible part of the object.

The reconstruction performances have been tested by esti-
mating the overlap index

— A(ﬁ(OU)) N @a,d)(o’u))
A(ﬁ(ov) U P, (Ov)) '

The computational time of the recognition algorithm varies
from 27 seconds to 1 minute on a standard Pentium4 2.80
GHz. It depends mainly on the number of cuts of the region
R submitted to the object classifier, and therefore on the GCPs
(ng, mg). The description of R and the comparison of its cuts
with the items of the database D’ are not time-expensive thanks
to the remarkable efficiency of the object classifier COMPASS.
Moreover, the recognition algorithm can be easily parallelized,
so that the computational times can be significantly reduced.
The most expensive step is the computation of the log-polar
transform, that is essential for the reconstruction, even thought
its absence guaranties a fairly recognition of the occluded
objects in a shorter time (from 7 to 19 seconds).

(&)

A. COIL-25

COIL-25 is a subset of the well known database COIL-
100 [1], that consists of 100 objects, each one represented
by 72 2D views. COIL-25 is composed by 25 objects of
COIL-100 (those labeled from 1 to 25 in COIL-100) and the
appearance of each object is represented by 12 views (one each
30 degrees). The number of images of COIL-25 is therefore
300.

The database COIL-25" containing the cuts of the elements
of COIL-25 has been built by using the GCPs n = 10 and
m such that z = 3 pixels. For these GCPs, the cardinality of
COIL-25" is 58961. For the recognition algorithm, we fixed
nr = 10 and mpr = 10.

The thresholds estimated automatically have been re-
ported in Table I-A, along with the recognition percent-
ages pc(ng,mpr) and the mean recognition confidence

Fig. 4. Examples of test images. Each of them contains a rescaled and/or
rotated object view of D partially occluded. a. contains an object of COIL-25
with occluded area percentage equal to 45%; b. is an object of IKEA-400,
with occluded area percentages of 35%.

Fig. 5. Examples of shape reconstruction in the cases of object views of
COIL-25 (a. with occlusion percentage 25%) and IKEA-400 (b. with occlusion
percentage 35%).

(rc(ngr,mpg)) estimated in the configuration phase. Table I-B
shows the percentage of recognized occluded object views, the
mean recognition confidence and the mean overlap index for
each test set.

TABLE I
A. VALUES OF PARAMETERS ESTIMATED IN CONFIGURATION PHASE FOR
COIL-25 (THE AREAS ARE MEASURED IN PIXELS); B. RECOGNITION
PERCENTAGE, MEAN RECOGNITION CONFIDENCE, AND MEAN OVERLAP
INDEX U FOR THE TEST SETS.

Table A.
Parameter Value
T 0.0229
A 0.1979
a%Amm 661.8
aAmax 22064
(E“‘mle) 0.0368
(Eangle) 0.1692
pc(10,10) 98.89%
(rc(10,10))  98.88 %
Table B.

Test Set Recognized (%)  Confidence v
Sis 99.67 100.00 0.9132
Sas 98.67 99.33 0.8982
S35 98.34 100.00 0.8616
Sus 98.34 99.89 0.8299

B. IKEA-400

Database IKEA-400 consists of 400 images of furniture
(400 objects) of IKEA downloaded from the Internet catalog
[2]. The extended database IKEA-400’ has been constructed
by setting n = 10 an = 50, and it contains 10660 images.
The GCPs used for the recognition process are np = 10 and
mp = 10. The parameters estimated in the configuration phase
are shown in Table II-A. Table II-B shows also the recognition
and reconstruction performances on the test sets.
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TABLE 1II
A. VALUES OF PARAMETERS ESTIMATED IN CONFIGURATION PHASE FOR
IKEA-400 (THE AREAS ARE MEASURED IN PIXELS); B. RECOGNITION
PERCENTAGE, MEAN RECOGNITION CONFIDENCE, AND MEAN OVERLAP
INDEX ¥ FOR THE TEST SETS.

Table A.
Parameter Value
T 0.036869
A 0.304194
afAmm 675.75
a%AmaI 438898.5
<E“‘Cale> 0.05117
angle 0.442832
pc(10,10) 83.74%
(rc(10,10)) 83.77%
Table B.

Test Set Recognized (%)  Confidence v
S1s 99.00 99.85 0.7942
Sa25 89.25 99.89 0.7756
S35 96.75 99.90 0.7387
Sas 93.00 99.47 0.7300

Fig. 6. The object is occluded in more parts, so that the visible part does
not contain a linear cut. In this case, the current recognition algorithm fails.

VII. CONCLUSIONS

The experiments illustrated in Section VI and [20] show
(RO)? is a promising system for the automatic recognition
and reconstruction of partially occluded object views.

Our future plans include the optimization of the algorithm
for the computation of the log-polar transform and the code
parallelization, to reduce the computational time.

Moreover, the current version of (RO)? is not able to rec-
ognize and reconstruct an object view when its boundary
is occluded in more parts (Fig. 6), because the visible part
does not contain a linear cut. So, our future works include
the insertion in the object model of multiple linear cuts, i.e.
simultaneous occlusions of each object view by more half-
planes.

Other important tasks are the analysis of its performances
on real-world images and the comparison of our system with
others on a common dataset.

Finally, the strategy implemented in (RO)? will be integrated
in the system MEMORI [21], to extend its capability to detect
and recognize in color images the objects of a database also
in presence of occlusions.
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