
International Journal of Information, Control and Computer Sciences

ISSN: 2517-9942

Vol:2, No:5, 2008

1639

 

 

  
Abstract—A new target detection technique is presented in this 

paper for the identification of small boats in coastal surveillance. The 
proposed technique employs an adaptive progressive thresholding 
(APT) scheme to first process the given input scene to separate any 
objects present in the scene from the background. The preprocessing 
step results in an image having only the foreground objects, such as 
boats, trees and other cluttered regions, and hence reduces the search 
region for the correlation step significantly. The processed image is 
then fed to the shifted phase-encoded fringe-adjusted joint transform 
correlator (SPFJTC) technique which produces single and delta-like 
correlation peak for a potential target present in the input scene. A 
post-processing step involves using a peak-to-clutter ratio (PCR) to 
determine whether the boat in the input scene is authorized or 
unauthorized. Simulation results are presented to show that the 
proposed technique can successfully determine the presence of an 
authorized boat and identify any intruding boat present in the given 
input scene. 
 

Keywords—Adaptive progressive thresholding, fringe adjusted 
filters, image segmentation, joint transform correlation, synthetic 
discriminant function. 

I. INTRODUCTION 
OASTAL areas are one of the prime regions that require 
constant surveillance to protect against any intrusions and 

attacks. Manual surveillance system to distinguish authorized 
vessels from unauthorized ones is usually a cumbersome 
process and not a practical solution for 24 hour reliable and 
robust security systems. Therefore, automated target detection 
system is an urgent need for the port authority and similar 
other organizations in determining whether the approaching 
boat is authorized and in generating alarm signal for an 
unauthorized boat in the secure area. Optical joint transform 
correlation (JTC) has been a very useful technique for real 
time pattern recognition [1]. However, classical JTC technique 
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has the drawbacks, such as, poor correlation discrimination, 
wide side lobes, pair of correlation for a single object, and 
strong zero order correlation which often overshadows the 
desired correlation peak. In order to overcome these 
drawbacks, a number of modifications have been proposed for 
JTC technique, such as binary JTC [2], phase-only JTC [3] 
and fringe-adjusted JTC [4], which can overcome some of the 
problems mentioned above, but they still suffer from 
generation of duplicate correlation peaks for the same object. 
Recently proposed shifted phase-encoded fringe-adjusted JTC 
(SPFJTC) technique has been found to be effective in yielding 
single delta function-like correlation peak with high 
discrimination between the target and the non-targets [5]. As 
there are thousands of boats of different sizes and shapes and 
they may appear in the input scene with different orientations, 
it is very difficult to train a correlation system with many 
reference images and hence find the correlation. The synthetic 
discriminant function (SDF) has been very useful in distortion 
invariant pattern recognition applications [6]. A set of 
synthetic reference images is employed with probable 
distortions to train the system prior to real-time operation to 
make it invariant to scale and rotation variations as the target 
in the input scene might appear at any possible angle. 

A novel target detection system is proposed in this paper 
using adaptive progressive thresholding (APT) based SPFJTC 
technique. Images of a boat with different orientations are 
used to generate a synthetic image, called synthetic 
discriminant function (SDF) image, which can be used as the 
reference image. In order to save the processing time and to 
prevent false positives, the input scene is adaptively 
thresholded to separate boats and other objects from the 
background in the given input scene and to hence reduce the 
search space [7]. The segmented image is then used as an 
input to the SPFJTC technique incorporating the synthetic 
reference image. A post-processing step called peak-to-clutter 
ratio (PCR), is performed to confirm the correlation decision 
regarding the presence of an authorized or an unauthorized 
boat in the input scene. The performance of the proposed 
target detection technique is evaluated in computer simulation 
using real-life images of coastal region.  
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Fig. 1 An overview of the system being used for target detection 

II. ANALYSIS OF THE PROPOSED TECHNIQUE 
Fig. 1 shows a brief overview of the proposed system for 

target detection. The input image is first adaptively 
thresholded using the Otsu’s method [7]. The binary image 
thus obtained is used to find the region of interest where there 
are any boats or objects. The segmented image is then used as 
the input for the SPFJTC technique which yields a sharp 
correlation peak for an authorized boat. 

A. Adaptive Thresholding 
As the input images might be taken at different times of the 

day, a fixed threshold may not work for different illumination 
conditions. For this reason, an adaptive thresholding method is 
incorporated based on the discriminant analysis, where the 
image is partitioned into two classes, C0 and C1, which can be 
classified as objects and background, respectively. If the 
threshold is at a gray level t, then the two classes can be given 
as C0 = {0, 1, …t} and C1 = {t+1, t+2, … L−1} where L is the 
number of gray levels in the image. Let σB

2 and σT
2 be the 

variance between classes and the total variance, respectively. 
Then an optimum threshold t* can be obtained by maximizing 
the variance between classes as given by 
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where w0 and w1 are the fraction of pixels present in C0 and C1, 
respectively, and are given by 
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where ni is the number of pixels on the ith gray level, and M is 
the total number of pixels in the image, μ0 and μ1 are the class 
means for C0 and C1, respectively. The mean values can be 
found as  
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(a) 

   
                      (b)                                               (c) 
Fig. 2 Adaptive progressive thresholding process: (a) input scene, (b) 

thresholded image, and (c) segmented image 
 

The threshold value is set at the gray level t* found from 
(1), using which the image is further divided into two classes. 
Thus a new image I(1) is formed such that all the pixels in the 
original image that are higher than t* are excluded from I(1). 
Hence, the pixels contained in I(1) will have a range of C(1) 
given by {0, 1, 2 … t*}. This procedure is applied recursively 
on the input scene, and the cumulative limiting factor (CLF) is 
used to find an appropriate threshold after each iteration. The 
CLF value for the Δth iteration can be obtained as 

                      ( ) 1for,)(CLF 2

2
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Δ
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T
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where σB
2(Δ) is calculated as in (3) by taking w0, w1, μ0 and μ1 

from the progressive image I(Δ). Then the appropriate 
threshold t*(Δ) is obtained by maximizing the value of 
CLF(Δ) for the image I(Δ) [8, 9]. The iteration stops when 
CLF(Δ) becomes smaller than an empirically determined 
value, such as      
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where α is the limiting parameter, which can be obtained by 
repeated experiments on the images. The thresholded image 
thus obtained is then inverted in order to show the boat, trees 
and other cluttered regions as white blocks on a black 
background. The portions of the input scene corresponding to 
the connected regions in the thresholded image are extracted 
and used as input to the next stage. Due to thresholding, some 
of the edges of the connected regions might be lost, so a few 
additional pixels are picked up in all directions of the 
connected region. Fig. 2(a) shows a sample input scene under 
investigation. The thresholded image and the image with the 
reduced search space are shown in Figs. 2(b) and 2(c), 
respectively. The plot for the gray-levels versus between-class 
variance is shown in Fig. 3. 

 
Fig. 3 Gray-levels vs between-class variance plot 

B. Synthetic Discriminant Function 
There are two images that are used as input to the SPFJTC 

technique, one is the input scene at hand and the other is the 
reference image. The reference image is formed as a synthetic 
discriminant function (SDF) from a set of training images with 
possible distortions. If there are N training images r1(x, y),  
r2(x, y) … rN(x, y) containing the possible distorted features of 
the object to be detected, the spatial SDF, rSDF(x,y), can be 
synthesized as a weighted average function of the training 
images as 
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where ai’s are the associated coefficients for the respective 
training images. The coefficients are selected such that the 
SDF produces uniform correlation peak with each of the 
training images. The values of the coefficients are iteratively 
selected, with all the coefficients starting with unity value for 
the first iteration. After each iteration, the resultant SDF is 
used as the reference image with which each of the training 
images are compared to form a correlation matrix given by 

                 ),(),(),( yxryxryxcorr i
k
SDF

k
i ⊕=                (11) 

where k is the iteration number and ⊕  is the correlation 
operator. The correlation peak intensities corresponding to 
each training image are evaluated as 
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Then the maximum peak intensity is estimated as 
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In order to have equal correlation peak intensity for all 

images in the training set, the coefficients ai of (10) are 
updated using the empirical relation given by 
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where δ is the relaxation factor which determines the rate of 
changing the coefficients from one iteration to the next and 
the coefficients are so chosen that ai

0 = 1. The iterative 
process is continued until the difference between the 
maximum and the minimum correlation peak intensities 
becomes less than an error limit ξk given by 
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where kCmax  and kCmin  are the maximum and the minimum 
correlation peaks, respectively, for the kth iteration. A sample 
case of SDF formation is depicted in Fig. 4. A total of 12 
different images for the same boat are employed as shown in 
Figs. 4(a) – 4(l). The SDF image thus formed is shown in Fig. 
4(m), which gives equal correlation peak for the detection of 
the boat in any one of the orientations. 

                  
            (a)                        (b)                       (c)                        (d) 

                 
            (e)                        (f)                        (g)                         (h) 

                 
             (i)                        (j)                        (k)                         (l) 
 

                              
                                                   (m) 
Fig. 4 Formation of SDF image: (a) – (l) training images, and (m) 

the SDF image 
 

C. Shifted Phase-Encoded Fringe-Adjusted Joint 
Transform Correlation 

The SPFJTC technique is used for distortion-invariant 
class-associative pattern recognition. The SDF image 
developed is Fourier transformed and fed into two parallel 
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channels, where one channel introduces a 180 degree phase 
shift. A random phase mask, φ(x, y), is applied to the two 
channels individually and the two resultant signals are given 
by 

        ),()],(exp[|),(|),(1 vuvujvuRvuS rSDF φφ ×=           (16) 
),()],(exp[]exp[|),(|),(2 vuvujjvuRvuS rSDF φφπ ×=    (17) 

where RSDF(u,v) and φr(u,v) are the amplitude and phase, 
respectively, of the Fourier transform of rSDF(x, y), φ(u,v) is 
the Fourier transform of φ(x, y), u and v are mutually 
independent frequency domain variables scaled by a factor of 
2π/fλ, where λ is the wavelength of collimating light, f is the 
focal length of the Fourier lens. The inverse Fourier transform 
of these signals gives the phase-encoded reference SDF 
images as 

                     ),(),(),(1 yxyxryxS SDF φ⊗=                    (18) 
                      ),(),(),(2 yxyxryxS SDF φ⊗−=                   (19) 
The segmented input scene containing the different objects,  

ti( x, y), is now introduced to both the channels to form two 
joint images given by 
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where M is the number of objects in the reference class, k is 
the number of objects in the input scene. Fourier transform of 
(20) and (21) gives the joint power spectra (JPS) given by 
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The two JPSs in the above equations contain a number of 
terms that produce autocorrelation and cross-correlation terms. 

Equation (23) is subtracted from (22) and the resultant signal 
is multiplied by the same phase mask that was used earlier. So 
we get, 
              ),(]|),(||),([|),( 2

2
2

1 vuvuFvuFvuP φ−=              (24) 
The inverse Fourier transform of (24) gives the correlation 

output. The modified JPS in (24) will contain two terms to 
produce cross-correlation output. However, one of the terms 
will be scattered in space because of the random nature of the 
phase mask. Therefore, only a single term will produce the 
final correlation output. In order to enhance the correlation 
performance of the technique, a modified fringe-adjusted filter 
(FAF) is developed, given by 
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where C(u,v) and D(u,v) are either constants or functions of u 
and v. The parameter C(u,v) is adjusted to avoid having an 
optical gain greater than unity, while D(u,v) is used to 
overcome the pole problem associated with a normal filter. 
The constants ai’s are adjusted such that Σαi= 1. The JPS 
given in (24) is multiplied by the FAF transfer function which 
results in an enhanced JPS given by 
                           ),().,(),( vuHvuPvuPf =                         (26) 

Inverse Fourier transformation of the signal in (26) results 
in a single and very sharp correlation peak of uniform height 
for each potential target object of the reference class present in 
the input scene. 

D. Post Processing 
A post processing step is performed to confirm the 

correlation decision regarding the presence of an authorized or 
an unauthorized boat. The peak-to-clutter ratio (PCR) is 
measured from the correlation output which is obtained from 
the inverse Fourier transform of (26). The PCR value can be 
determined as [10], 

  
                                                                                    (27) 

 
where CPIt is the correlation peak intensity (CPI) of the 
desired target and CPIc is the CPI of the background clutter. 
The value of PCR is then compared with a threshold, T, to 
determine whether there is an authorized boat present in the 
input scene using the following hypotheses, 

         PCR ≥ T   Authorized Boat                    (28) 
                         PCR < T   Unauthorized Boat 

III. EXPERIMENTAL RESULTS 
One of the major advantages of the proposed technique is 

that the processing time is significantly reduced, as the 
background of the input scene need not be used for the 
correlation purpose. The proposed algorithm has been 
investigated using computer simulation program developed in 
MATLAB 7.1 software. The experiments were done on a PC 
with Pentium 4 processor (2.4GHz clock and 1.0GB RAM) in 
Windows XP platform. Fig. 5(a) and 5(c) show two joint 
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images where the top part contains the segmented input image 
and the bottom part contains the SDF image. The correlation 
output shown in Fig. 5(b) and 5(d), respectively, verify that 
the proposed technique can successfully detect the boat by 
generating a high and sharp peak, while rejecting other objects 
of the input scene with almost insignificant correlation peaks 
as compared to the target peak. Fig. 6(a) contains multiple 
targets in the input scene. Out of these, two boats are 
authorized, while one boat is unauthorized. This fact is 
confirmed by the correlation output shown in Fig. 6(b).  

     
                       (a)                                                (b) 

     
                            (c)                                                (d) 

Fig. 5 Detection performance: (a),(c) joint image with the segmented 
input and SDF reference image, and (b),(d) correlation output 

      
                       (a)                                                  (b) 

Fig. 6 Detection performance with multiple targets: (a) joint image 
and (b) correlation output 

TABLE I 
PERFORMANCE EVALUATION 

Number of 
Boat Images 

Authorized/ 
Unauthorized 

Rightly 
Classified 

Accurac
y 

120 100/20 111 92.50% 
 

     
                          (a)                                            (b) 

Fig. 7 (a) Joint input scene with an unauthorized boat and (b) 
correlation output 

As seen from Fig. 7, when there is an unauthorized boat in 
the input scene, the correlation output consists of noise and no 
distinct peak is seen for it (the noise level has been amplified 
for displaying). Then a noisy input scene is investigated where 
also the proposed algorithm can detect the authorized boat as 
shown in Fig. 8. 

The simulations were carried out on 120 boat images 
consisting of various orientations of 12 boats. As listed in 
Table I, of these 120 boat images, 100 belonged to authorized 
boats and 20 belonged to unauthorized ones. The algorithm 
could successfully classify the boats as either being authorized 
or unauthorized with an accuracy level of 92.5%.  

         
                        (a)                                                (b) 

Fig. 8 (a) A noisy input scene and (b) Correlation output 
 

Although most of the boats are rightly classified, some of 
the boat images generated false positives. One reason for this 
error could be the vast number of shapes and sizes of these 
boat images, which make the training of the SDF image a 
difficult task. Further work is being carried out in achieving a 
better procedure to train the system that tackles these 
problems and helps in rightly classifying the boats and 
reducing the misclassification. 
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