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Abstract—Cloud Computing is an approach that provides 

computation and storage services on-demand to clients over the 
network, independent of device and location. In the last few years, 
cloud computing became a trend in information technology with 
many companies that transfer their business processes and 
applications in the cloud. Cloud computing with service oriented 
architecture has contributed to rapid development of Geographic 
Information Systems. Open Geospatial Consortium with its standards 
provides the interfaces for hosted spatial data and GIS functionality 
to integrated GIS applications. Furthermore, with the enormous 
processing power, clouds provide efficient environment for data 
intensive applications that can be performed efficiently, with higher 
precision, and greater reliability. This paper presents our work on the 
geospatial data services within the cloud computing environment and 
its technology. A cloud computing environment with the strengths 
and weaknesses of the geographic information system will be 
introduced. The OGC standards that solve our application 
interoperability are highlighted. Finally, we outline our system 
architecture with utilities for requesting and invoking our developed 
data intensive applications as a web service. 
 

Keywords—Cloud Computing, Geographic Information System, 
Open Geospatial Consortium, Interoperability, Spatial data, Web-
Services. 

I. INTRODUCTION 
LOUD computing became a trend in the information 
technology (IT) in the last few years. With the promise to 

do more with less, the cloud computing is a valid option to 
conventional computing [1]. Therefore, many companies have 
already moved their business to the cloud, and the number is 
increasing. Not only companies, research and governmental 
organizations as well have recognized the great opportunity of 
cloud computing. With the Pay-Per-Use service mode, 
companies and organizations can access shared IT resources 
trough internet. In this way, the physical infrastructure is 
rented and paid only when it is used. This dramatically 
reduces the upfront investments, as there is no need to invest 
in expensive physical resources nor employ system 
administrators. The users get on-demand access to high 
performance, dynamical scalable, inexpensive, rapidly elastic 
IT resources. Many cloud platforms are already offering their 
services in internet-accessible data centers owned by Amazon, 
Google, Microsoft, IBM and others. 

With on-going advances in technology for obtaining spatial 
data, Geographic Information Systems (GIS) are becoming 
increasingly widespread [2]. Huge quantities of spatial data 
and data obtained by remote sensing are gaining in size and 
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complexity. This data has contributed to rapid development of 
Geographic Information Systems into a complex distributed 
computer system with several problems [3]. Such modern GIS 
can benefit from the service oriented architecture of cloud 
computing. With the enormous processing power and storage 
capacity that the clouds provide, spatial calculations on huge 
amount of GIS data can be performed efficiently, with higher 
precision, and greater reliability. Furthermore, data acquired 
from different providers may cause interoperability conflicts 
because of the incompatible assumptions. Because of this, 
Open Geospatial Consortium (OGC) standards are used to 
provide the hosted spatial data and GIS functionality to 
integrated GIS applications. In this way, the combination of 
cloud computing and modern GIS leads to deliver better GIS 
services faster, more reliably, and at a lower cost than with 
traditional data center models. Improved technology provides 
increased efficiencies, cost reductions, and faster processes 
that can overcome challenges and take advantage of 
opportunities in GIS. Also it has an important application 
prospect in the GIS tools development and application for 
cloud computing. 

In this paper we present our work on geospatial data 
services within the cloud computing environment and its 
technology. First, a cloud computing environment with the 
strengths and weaknesses regarding GIS is introduced in 
Section 2. In Section 3, we highlight the OGC standards that 
guarantee interoperability of GIS applications. And finally, we 
outline our system architecture with utilities for requesting and 
invoking our developed data intensive applications as a WEB 
service in Section 4. The paper is concluded in Section 5. 

II.  CLOUD COMPUTING 
Cloud computing is an information technology where 

hardware and software resources are provided as services over 
a network independent of device and location [4], [5]. The 
idea of cloud computing is new, but the concept behind is not. 
It is a combination of several different computing technologies 
such as grid computing [6], distributed computing [7], 
autonomic computing [8], and ubiquitous computing [9]. It 
also uses the advantages of virtualization, utility computing 
and service oriented architecture (SOA). With all of these 
technologies, clouds offer numerous IT services ranging from 
storage to software applications anytime, anywhere, and with 
any device. 

One of the main concepts of cloud computing is 
virtualization. Virtualization enables a server to act as multiple 
virtual machines (VM) in order to better utilize limited and 
costly hardware resources. Virtual machines behave like 
independent systems, but unlike a physical system, VM can be 
configured on demand, maintained and replicated in real time. 
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That give clouds the ability to dynamically redistribute 
computer resources to supply users with the amount of 
computing power they require. This happens fully 
automatically without any changes to the physical 
infrastructure of data centers. 

In order to utilize resources more effectively, traditional 
computing is transformed into a model consisting of services 
that are commoditized and delivered in a manner similar to 
traditional utilities such as water, electricity and gas. With 
such resource utilizing of cloud computing, users access IT 
services based on their requirements without concern to where 
the services are hosted or how they are delivered and the cost 
reflects the amount of resources allocated and consumed. 

In the cloud computing environment, the services provide 
the core functionality. Through the service oriented 
architecture, the underlying platform is abstracted without 
revealing the cloud architecture to the users. Thus cloud users 
have no need for expertise in cloud technology for accessing 
cloud services. In that way, users consume all the cloud 
capacity over well-defined user interfaces (UI). According to 
the offered services as seen in Fig. 1, cloud computing is 
divided into three basic layers: Infrastructure as a Service 
(IaaS), Platform as a Service (PaaS) and Software as a Service 
(SaaS). Each layer offers a different level of user flexibility 
and control. 

Infrastructure as a Service is a provisioning model where IT 
infrastructure based on physical resources such as the capacity 
of processing, storage and network is delivered as a service. 
IaaS allows whatever applications to be run on clouds 
provider’s hardware. In that way, users can migrate or set up 
their own system that is hosted and managed in datacenters. 
The objective of IaaS is to provide an appropriate runtime 
environment to exploit the physical resources at best. An 
example of IaaS is the Amazon Elastic Cloud. 

Platform as a Service provides an environment for 
developing and deploying of cloud applications. Cloud 
developers are supported with a programing language 
environment and a set of tools that makes the designing of 
custom applications much easier, faster, and more manageable 
at lower cost. In that way, PaaS eliminates the cost and 
complexity of buying and managing the underlying hardware 
and software. The most known PaaS are Microsoft Azure and 
Google App Engine. 

Software as a Service delivers end-user applications as web 
services that run on the cloud infrastructure. SaaS allows users 
to run existing online applications accessed over thin client 
interfaces such as browsers. SaaS eliminates the need to install 
and run the applications on a personal computer (PC) as well 
as the maintaining the applications, and so reduces the costs. 
The best examples of SaaS are Salesforce, Facebook and 
Google Apps like Gmail, Google Docs, Google Maps, etc. 

In terms of deployment, cloud platforms can be divided into 
three categories: public cloud, private cloud and hybrid cloud. 
Public clouds provide IT services to everyone in the public 
who needs computational resources. The owner of a public 
cloud is the service provider who maintains and sells the 
services to customers. On the other hand, private clouds 
provide IT services to group of people like an organization. 
The organization is the owner and it maintains the whole 
cloud infrastructure. The hybrid cloud is a combination of 
both public and private clouds. The hybrid cloud consists of a 
private cloud that contains external cloud services available to 
the public. 

The concept of cloud computing embraces the idea of green 
computing, since data centers can be located in areas that have 
access to cheap electricity while their IT resources can be 
accessed over the internet [10], [11]. But cloud computing also 
has issues, such as limited bandwidth and presenting a 
problem with large amounts of data. However, the major 
concern with the use of cloud computing is still security [12].

 
Fig. 1 Cloud Computing 
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V.  CONCLUSION 
We are living in an increasingly information rich society. 

GIS and spatial data related to urban regions will increasingly 
need to represent these complex environments over the 
internet. Cloud computing has dominant effect on GIS and is 
most likely the crucial candidate for advantages of Cloud 
Computing. In this paper, the PaaS layer for location 
information and spatial search in the CLASS project is 
presented. We provide implementation and deployment of 
geospatial applications based on OGC geospatial web services 
in the cloud environment. The provided PaaS layer solves key 
problems of geographic information services. 
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