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Abstract—The purpose of this paper is to develop models that 

would enable predicting student success. These models could 
improve allocation of students among colleges and optimize the 
newly introduced model of government subsidies for higher 
education. For the purpose of collecting data, an anonymous survey 
was carried out in the last year of undergraduate degree student 
population using random sampling method. Decision trees were 
created of which two have been chosen that were most successful in 
predicting student success based on two criteria: Grade Point 
Average (GPA) and time that a student needs to finish the 
undergraduate program (time-to-degree). Decision trees have been 
shown as a good method of classification student success and they 
could be even more improved by increasing survey sample and 
developing specialized decision trees for each type of college. These 
types of methods have a big potential for use in decision support 
systems. 
 

Keywords—Data mining, knowledge discovery in databases, 
prediction models, student success. 

I. INTRODUCTION 
URRENTLY in Republic of Croatia there is an ongoing 
harmonization process in accordance with the Bologna 

declaration and reform of the higher education system and 
increase in student performance is one of the goals of the 
Bologna reform. A model for predicting student performance 
would provide useful information for proposing policies that 
could be implemented in the educational process and 
environment [1], [2]. 

There are a number of factors that are closely related to 
studying which influence students’ success, like lecture 
attendance, passing the course by attending preliminary exams 
or regular end of term exams, student responsibility, time 
spent studying for an exam etc. Since there are several studies 
that focus these factors in their research, in this study focus is 
shifted more on demographic factors of students. In previous 
research it has been indicated that demographic factors have 
significant influence on student success and therefore they 
should be included in constructing models for predicting 
student success.  

Term knowledge discovery in databases or data mining has 
been introduced relatively recently, in the nineties, but the 
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scope that it covers has a much longer history [3]. Roughly 
speaking, scope that data mining covers include is statistics, 
artificial intelligence and machine learning. Statistics is the 
basis of the most technologies that are used in the process of 
knowledge discovery in databases. The purpose of statistics in 
the process is to study the data itself and correlations between 
the data. On the other side, artificial intelligence is based on 
heuristics and it represents an attempt to approach statistical 
problems similar to the human way of thinking [4]. Machine 
learning has a bit of both approaches and therefore it can be 
considered as a link between these two concepts. Data mining 
is usually carried out on larger quantities of data and 
extraction of new knowledge is usually done from databases, 
but it is not a rare concept to conduct data mining on data 
collected through surveys and by other methods. The process 
of knowledge discovery from databases is usually done in five 
steps: (1) Understanding problem, (2) Understanding data, (3) 
preparing data, (4) Modeling data, (5) Evaluation of the 
model. Knowledge discovery in databases is used in a number 
of applications for predicting students’ success.  

There are number of research that used intelligent methods 
for predicting students’ success. Hardgrave and Wilson [5] 
compare neural networks with traditional statistical methods 
for the purpose of predicting students’ success in the graduate 
study. In the follow-up of the research [32] use more 
additional models like linear regression, logistic regression 
and discriminant analysis. Naik and Ragothaman [33] use logit 
and probit models and compare them with neural networks for 
predicting students' success. Zaidah and Daliela [6] compare 
neural networks, linear regression and decision trees, and 
Oladokun, Adebanjo and Charles-Owaba [7] use multi-layer 
perception network. Matković, Tomić and Vehovec [8] have 
published a paper in which they analyze the efficiency of the 
process of higher education on a random sample of freshly 
graduated students. As a result of the research they concluded 
that the chances of successfully graduating are in correlation 
to the socioeconomic status of students. Zekić-Sušac, 
Frajman-Jakšić and Drvenkar [9] described models they 
created for predicting student success using neural network 
algorithms and classification decision trees. In the paper they 
also analyze factors that influence student success. Models 
were created based on demographic data of students, behavior 
and attitude toward studying. Success was measured by using 
GPA. Shaw, Marini and Mattern [10] used hierarchical linear 
modeling in order to predict first-year grade point average by 
using various variables of Advanced Placement exam. 
Another example of multilevel modeling is paper by Rienties 
and Tempelaar [11]. They showed that academic adjustment is 
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the primary predictor for academic success. Allen et al. [12] 
also used multilevel models to predict student achievement 
from observed teacher interactions with students. Carnahan B., 
Meyer G., Kuntz L. A. [13] compared statistical and machine 
learning classifiers for predicting whether or not a student 
truck driver would pass commercial driver license 
examination and found much higher rate of predictive 
accuracy by using machine learning algorithms. Another 
interesting approach for detection models of college 
withdrawal was proposed by Pleskac, T. J. et al. [14] whose 
proposal is to use cognitive modeling based on signal theory. 
Marquez-Vera et al. [15] proposed usage of genetic 
programming in order to predict student failure. There are also 
examples of prediction models in elementary and secondary 
schools like Chiu and Webb [16] who used decision trees 
(feature based modeling) in order to improve prediction of 
elementary subtraction skills of nine- to ten-year-old primary 
school students; while Luo, Aye, Hogan et al. [17] used 
structural equations to analyze influence of parental behavior 
and control on learning outcomes of students in secondary 
schools. There are also studies that indicated that achievement 
motivation, self-perceived academic achievement, and sex 
significantly contribute to the final secondary school success 
[18]. Study conducted by Levpuscek, Zupancic, and Socan 
[19] showed important role of individual differences (both in 
ability and personality), as well as student perceptions of 
parent and teacher, play in the students’ performance in 
mathematics. 

The purposes of this paper are to find models that predict 
student success based on data set collected on the sample of 
students of Faculty of Economics and Business in Zagreb and 
Faculty of Political Science in Zagreb and to demonstrate 
methods of knowledge discovery from databases on an actual 
problem, like allocation of students among colleges and 
optimization of the newly introduced model of government 
subsidies for higher education.  

II. DETERMINANTS OF STUDENT PERFORMANCE 

A. Higher Education System in Croatia 
The system of higher education that is currently in Croatia 

is the Bologna system of education. Croatia, being part of the 
European Higher Education Area and future member of the 
European Union, accepted this system of higher education 
which is currently active in the countries members of the 
European Union. Croatia joined the Bologna process in 2001, 
after signing the Bologna Declaration on the Ministerial 
Conference on the Bologna Process in Prague. The key main 
idea of the Bologna process is forming transparent and 
comparable system of education between member countries 
and to increase mobility of students by harmonization of 
university programs. 

The idea of creating common European Higher Education 
Area was initiated for the first time in 1988, in the Magna 
Charta Universitatum which was signed by 430 university 
rectors. In 1998 the so called Sorbonne Declaration was 
signed (also known as Joint declaration on harmonization of 

the architecture of the European higher education system) and 
after this, Joint declaration of the European Ministers of 
Education was signed which title is European Higher 
Education Area, or better known as The Bologna Declaration. 
This document was signed by 29 countries agreeing that in the 
period from the year 2000 to year 2010 they will undertake 
concrete measures with the goal of forming common 
European Higher Education Area. 

A decision was made that countries should accept the 
system in which degrees of education are easily recognizable 
and comparable and that with every diploma there should be 
supplement in which finished the degree of education is 
explained. Furthermore, a two-cycle system was suggested: 
undergraduate and graduate program, where student can attend 
a graduate program after finishing undergraduate program. 
The first cycle, undergraduate program, must last minimum 3 
years and education acquired from this program must be 
adequate to prepare individuals for employment in the 
European labor market. By finishing second phase of 
education (graduate program) students obtain the Master 
degree. The new credit system was also suggested: ECTS 
(European Credit Transfer System) which is a standard for 
comparing the study attainment and performance of students. 
It enables mobility of students between universities and 
encourages the lifelong learning system of education.  It also 
enables the mobility of professors and administrative 
personnel as time spent on research and teaching in other 
European countries is acknowledged. The cooperation of 
European universities and maintaining the quality of the 
program is strongly encouraged in the Bologna declaration. 
Also encouraged is development of criteria and methodologies 
which should be used to evaluate quality of higher education 
system. 

In Croatia, problem of adopting the Bologna system was 
additionally more complicated as a system that was actually in 
Croatia at that moment was significantly different than in 
other countries in Europe. The university was not integrated, 
so every collage existed as an independent legal entity (whit 
its own plan of development). Only after the Act on Scientific 
Activity and Higher Education came into force in the summer 
of 2003 and after a number of amendments in 2004, Croatian 
universities begin restructuring in order to be more similar to 
European. Croatia had to implement parallel the Bologna 
process and organizational reform of universities. 

In Croatia there are two types of studies: university study 
and professional study (this is shown in the scheme below). 
The university study consists of 3 phases or cycles, altogether 
regular duration of 8 years. A first degree is an undergraduate 
university study program which last 3 to 4 years and is 
weighted in the amount of 180 to 240 ECTS. Upon finishing 
the undergraduate university study program Bachelor's degree 
of the profession is obtained. Duration of the university 
graduate study program is one to two years - depending of 
how long university undergraduate program lasted. University 
graduate program is weighted in the amount of 60 to 120 
ECTS and upon finishing one obtains Master’s or Doctor of 
profession degree. Together undergraduate and graduate 
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program last 5 years and student has to accumulate minimal of 
300 ECTS in order to successfully finish, or 60 ECTS per 
year. In the third phase, there are two possibilities: 
postgraduate university study or postgraduate specialist study. 
The postgraduate university study is programmed whit 
duration of 3 years and upon finishing a PhD degree is 
obtained. University specifies the number of ECTS points 
needed to finish this program. Postgraduate specialist study 
program duration is one to two years and after finishing this 
program one obtains the title of specialist in a certain scientific 
area. 

 

 
Fig. 1 Education concept in Republic of Croatia 

 
A professional study program consists of two phases. First 

phase duration is 3 to 4 years and upon finishing, a Bachelor's 
degree is obtained. The first phase has 180 to 240 ECTS. If the 
program is shorter than 3 years, it has less than 180 ECTS and 
title that it is obtained upon finishing is determined by a 
special law. The second phase is professional specialist 
graduate study program in duration of one to two years and 
has 60 to 120 ECTS points. Upon finishing this program, one 
obtains title specialist of the specified profession. It should be 
also noted that it is possible to enroll in this program after 
finishing undergraduate university study program. 

B. Measuring Student Success in Higher Education System 
in the Republic of Croatia 

Student success can be measured in different ways; 
depending on individual perception what we consider to be 
successful. The official measure of success on universities is 
the grade point average (GPA) of all courses student has 
passed and accumulated ECTS points. 

The GPA is calculated as the arithmetic mean of all past 
courses. In Croatia, this system is common at all levels of 
education. Grading scale is an ordinal scale and consists of 
five grades, where 5 indicate excellent and it is considered as 
top grade. To pass, the student needs to obtain at least 2 
(means enough). Grade 1 means student did not satisfy the 
criteria to pass. 

After Croatia joined Bologna process, new measure was 
introduced in the Croatia educational system: ECTS. As it was 

stated earlier, ECTS points were introduced in order to 
increase mobility and transparency. ECTS requirements for 
every study program are known and the number of 
accumulated ECTS points are often criteria for students did 
they satisfy to pass the semester. If the student did not 
accumulate enough ECTS points, he or she cannot continue 
into the next semester until enough ECTS points are 
accumulated which has influence on the time that a student 
needs to finish the program. Transparency of study programs 
by using ECTS points is achieved by establishing a 
methodology how much ECTS points certain course is worth. 

Credit points of ECTS system are values (points) associated 
with every course or module and reflect work load of students 
that is required in order to finish the course or module [20]. 
Total sum of ECTS points per academic year is 60 ECTS, or 
30 ECTS per semester. The student receives the full amount of 
associated ECTS points upon passing the course. One ECTS 
point is worth approximately 25 to 30 working hours. This 
number was derived from the weekly workload which is in 
most countries 37 to 50 work hours per week. 

After joining Bologna process, another measure of success 
was introduced, as a combination of GPA and ECTS. It is 
called weighted GPA and it represents GPA weighted with 
ECTS. It is obtained as a sum of products of GPA and ECTS 
divided by the sum of ECTS. 

III. METHODOLOGY 
For the purpose of creating models, data were collected 

through an anonymous survey with random sampling method. 
Models for predicting were created with the help of an 
environment for data mining, text mining, machine learning, 
predictive and business analytics called RapidMiner (with 
usage of algorithms from WEKA environment) and integrated 
workspace and language R. 

A survey was carried out on the sample of last year 
undergraduate program students, and 119 students of Faculty 
of Economics and Business in Zagreb and 83 students of the 
Faculty of Political Science in Zagreb participated in the 
survey. These two colleges were chosen because they are 
currently two largest colleges with a four year long 
undergraduate program (four years of undergraduate program 
plus one year of master program). Part of the collected data set 
was used to create models (80%), while another part was used 
as validation data set (20%) on which we tested the 
performance of algorithms. 

In order to predict student success, it is necessary to 
determine by which criteria student success is measured. 
Distinguishing successful from unsuccessful students is 
somewhat subjective assessment, but there are two important 
measures that can be set as criteria by which we can 
distinguish successful from unsuccessful students: Grade Point 
Average (GPA) and time that a student needs to finish the 
undergraduate program (time-to-degree). In this paper ECTS 
points are not considered as a third measure by which student 
success can be measured exactly since it is a relatively new 
concept in education system of Croatia. 

Questionnaire used in the survey was consisted of 18 
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questions that are referring to: demographic factors (gender, 
age, mother education), characteristics of studying (model of 
tuition fee, length of studying, parallel studying on another 
college, did the student finished already some college 
program, GPA) and situational criteria (working while 
studying, location of permanent residence, location of 
temporary residence, who is financing expenses and 
accommodation for the time of studying). Questionnaire ends 
with a series of questions that are related to their parents' 
employment, parents' income and parents' level of degree. 

In order to develop models first it is required to pre-process 
the data. For certain algorithms specialized procedure of pre-
processing is required, but some of the procedures are 
common to all of them. After the survey was carried out, 
missing values were found in 22 questionnaires and they were 
replaced by average values. Also, some of the variables were 
transferred from numeric to categorical.  

Decision trees were used as an algorithm for predicting 
students’ success. Decision trees are structures in the shape of 
an upside-down tree that represent groups of decisions from 
which rules for classification of data are created [21]. 
Developing a process of the decision tree is consisted of two 
parts: tree building and tree pruning. Tree is constructed on 
top to bottom principle where on top the root node is placed 
that branches out and in every next node it branches out 
further by certain criteria. Branching continues until certain 
criterion is met. Last node is called a leaf. This is the node that 
does not branch any further. In every node there is an attribute 
(independent variable) and in every leaf there is a dependent 
variable that is the goal to predict in a model. Based on this 
dependent variable model classifies data set. Created decision 
trees are to be read from root node to the leaves and this is 
how rules are created. Decision tree pruning is a process in 
which we remove unnecessary nodes, but in a way that pruned 
tree does not have an increased classification error on the data 
set (in setting boundaries), comparing to the unpruned 
decision tree. 

IV. RESULTS 
Decision tree methodology is based on the algorithms that 

select only those attributes (based on different measures, e.g. 
entropy) that significantly contribute to successful 
classification. Two decision trees were computed using C4.5 
algorithm and two dependent variables: Time-to-Degree 
criterion and Grade Point Average. Table I contains the 
variables used in modeling decision trees. In the first column 
there are all of the variables used. In second column there are 
variables statistically significant for the decision tree with 
time-to-degree dependent variable. In third column there are 
variables statistically significant for the decision tree with 
Grade Point Average. It is obvious that most of the variables 
in the dataset were not used in the model, such as: Model of 
tuition fee, Length of study, A parallel study on another 
college, Did the student finished already some college 
program, Location of permanent residence, Location of 
temporary residence, Parents employment, and Parents 
income. 

TABLE I 
SUMMARIZED VIEW OF CREATED DECISION TREES 

Variable 
group 

Variables used for 
modeling 

Dependent variables 
time-to-degree Grade Point 

Average 
Demographic Gender  (female) not used 

Age  (younger) not used 
Characteristics 

of study 
Model of 
tuition fee 

not used not used 

Length of study not used not used 
A parallel study on 

another college 
not used not used 

Did the student 
finished already some 

college program 

not used not used 

Situational 
criteria 

Working while 
studying 

 (yes)  (yes) 

Location of permanent 
residence 

not used not used 

Location of temporary 
residence 

not used not used 

Dormitory or parents  (dormitory)  
Who is financing 

expenses and 
accommodation for the 

time of studying 

 (student)  (student) 

Parent 
background 

Parents employment not used not used 
Parents income not used not used 

Parents level of degree  (mother) 
 (father) 

 (mother) 

 
Table II presents a comparison of model classification 

performance. Models are created based on 80% data from total 
collected data set, while another 20% was used as a validation 
data set on which model evaluation was performed. Table II 
represents a comparison of model classification performance. 
A model that predicts student success based on the time-to-
degree criterion correctly classified in 72.5% of the cases, 
while model that is based on the GPA was successful in 
82.5%. We can conclude that model which predicts student 
success concerning the GPA is slightly better than the time-to-
degree based model. Based on the results in the Table II, we 
can conclude that model developed with decision trees using 
C4.5 algorithms predict students’ performed with great 
success. 

 
TABLE II 

COMPARISON OF MODEL CLASSIFICATION PERFORMANCE 

 
Decision tree 1 –  
Time-to-degree 

criterion 

Decision tree 2 –
 GPA criterion 

Correctly classified instances 72.5% 82.5% 
Incorrectly classified instances 27.5% 17.5% 

V. DISCUSSION 
Table III contains a comparison of our research and other 

selected research based on dependent variables, algorithms 
used and success of prediction. Of selected research our 
research was the only one that used time-to-degree as the 
dependent variable. All of the other presented research used 
Grade Point Average as dependent variables. Best prediction 
strength was attained by using neural networks for modeling 
determinants of students’ success [22], [7]. However, other 
research did not prove the outperformance of neural networks 
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over other methods [9]. In our research, usage of decision tree 
outperforms neural networks of other authors work with the 

predictive success of 82.5% if using Grade Point Average as 
the dependent variable. 

 
TABLE III 

COMPARISON WITH OTHER RESEARCH 

Research Dependent 
variables Independent  variables Algorithms used Success of 

prediction 

Our 
research 

time-to-degree; 
Grade Point 

Average 

Gender, age, duration of enrolment in the study program, study program financing, 
parallel studying, finished other program, work, residence, cost financing, 

accommodation, parent education, parent income, parental employment status 

Decision trees, C4.5 
algorithm 75%;  82.5% 

[22] Grade Point 
Average 

Campus location, citizen status, gender, race, GPA (4UGPA), GPA (2UGPA), 
GMAT, age, faculty, completed the program Neural networks 89.13% 

[6] Grade Point 
Average 

IT knowledge, finished school, programming knowledge, the financial situation of 
the parents 

Neural networks, decision 
trees, regression 

89.5% (neural 
networks) 

[7] Grade Point 
Average 

UME result, GPA in courses mathematics, English, chemistry and physics, 
advanced mathematics, student age, time since finished high school, parent 

education, location of high school, finished high school type, location of faculty 
and residence, student gender 

Neural networks 74% 

[9] Grade Point 
Average 

Gender, scholarship, time spent learning, study materials, midterm exams, lectures, 
practicum, GPA importance for students 

Neural networks, 
decision trees 

66.26%; 
79.5% 

a Comparison of our research and other selected research based on dependent variables, independent variables significant for decision tress, algorithms used 
and success of prediction 

 
VI. CONCLUSION 

Republic of Croatia is currently in the process of many 
changes concerning higher educational system. Bologna 
process is being conducted and new system of scholarship is 
being adopted with the intention of providing equal conditions 
to all students. Also, there is a problem of unequal distribution 
of students among colleges which has influence that some 
sectors have surplus of labor, while others have a shortage. 

In the paper we described the process of knowledge 
discovery from databases and demonstrated this process for a 
practical example of a current actual problem. Two models 
were successfully created which predict student success based 
on GPA criterion and time student needs to finish the 
undergraduate program (time-to-degree) criterion.  

By increasing the sample size and including more colleges 
in the survey, it would be possible to increase performance of 
the models. Except for demographic factors, it would be 
possible to include all other factors that were recognized in 
earlier studies as factors that can influence student success, 
like time students spend preparing for exams, passing course 
by attending preliminary exams or regular end of term exams, 
lecture attendance, GPA in high school, type of high school 
etc. Therefore, it would be possible to create specialized 
models for every type of collage depending on the program 
characteristics of these colleges and as shown by Cristobal, et 
al. [23] and Hsu, Wu and Lin [24] another possibility of 
application is in the increasingly growing scope of e-learning. 
Models like this could be used as a part of decision support 
system to help young people chose which college to enroll, 
predict the volume of budget for subsidies of higher education 
system in the years to come, thus increasing the number of 
students that finish the undergraduate university program 
instandard time-to-degree or in context-prediction 
performance as shown by Lee, S., Lee, K.C. [25].  Future 
studies should also include mobility as a predictive factor of 
student performance [26]. 

Models like this could be used to optimize student 
enrolment and to increase the percentage of students that 

finish programs in time and with better GPA. Models can be 
additionally improved by introducing some other influential 
variables. In earlier studies [27] it has been shown that there is 
correlation between test anxiety of students on one side and 
parental attitudes toward academic studies, students’ self-
reported attitudes toward academic studies and parental 
involvement in academic studies on other side so this aspect 
could be further implemented into model. Another strong 
indicator of student success that should be implemented into 
model could be high school graduation score, high school 
GPA [28] and college admission exam score of certain 
subjects [29]. Apart from cognitive ability, also emotional 
intelligence should be accounted into prediction of academic 
performance [30]. There is also possibility to develop models 
which purpose would be to monitor student success. Similar to 
the study conducted by Fischbach et al. [31] who used 
Programme for International Student Assessment in order to 
predict class repetition and subject-specific grades, student 
exam results from earlier years of college enrolment could be 
used to predict next year student success and establish student 
monitoring models. 

As third criteria of successful studying ECTS points could 
be taken into consideration, but only when the ECTS system 
of grading has been standardized and harmonized among 
colleges. Colleges could also take into account students’ 
personal motivation and perception of courses [32] in order to 
adequately estimate ECTS points for every course. 
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