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Confidence Intervals for Double Exponential
Distribution: A Simulation Approach
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Abstract—The double exponential model (DEM), or Laplace DEM is specific class of distribution:
distribution, is used in various disciplines. Howgwvthere are issues
related to the construction of confidence interv@&s), when using

the distribution.In this paper, the properties &ND are considered 1 1|x-n é

with intention of constructing Cl based on simulatdata. The f(B) = T exp ——=|—+ 2)
analysis of pivotal equations for the models haredmparisons with 1 1+5(1+l?) 2| ¢

pivotal equations for normal distribution are penfied, and the r 1"'*(1"':3) 2 g

results obtained from simulation data are presented

Keywords—Confidence intervals, double exponential model, This class of distributions includes normaB ¢0) and
pivotal equations, simulation DEM (B=1), which is symmetrical in scale and location

parameters. Thus, we can compare the PDFs of tiese

|. INTRODUCTION distributions:

HERE are many different probability distributions with
analytical probability density functions (PDF) thate

used according to the research discipline. The wmsimonly 1.0

applied PDF is normal distribution, which descritsesvide

range of different processes. However, many presesan be 0.8

described more precisely using the double expoalentodel

(DEM) [1-3]. Recently, interest in the Laplace distition has E 0.

grown due to its potential transforming applicaiiofinancial 5 0.4

functions[3]. For instance, the difference of twalépendent

two parameter exponential variables follows double 0.2

exponential distribution, and the logarithm of eatof uniform 0.0

or Pareto variables follows the DEM, as well [1]. : s
DEM has not been used extensively as a model dymri, 5 -4 32101 2 3 4 5

to the lack of available statistical techniquesilatée for this X

distribution. From the experimenter’s point of vieEM is
often not used because of a sharp peak in the rceftihe
PDF; however,despite this anomaly, it is often pineferred
model with exponential tails [1],[3]. In additioit, has been
suggested that to investigate the properties of deta,we
need to first perform several goodness-of-fit teAts example

of one such test is described by [3]. §
While the evaluation of ClI is important, it is ti@/in cases

of normally distributed values [1]. In such, we case

auxiliary distributions, such as Student, Laplamd)(z. The

goal of the present study is to analyze evaluati@thods of ’

Cl for DEM. In addition, DEM data simulation, pivot 5 4 32101 2 3 4 5

construction, and analysis of the results are pé&stormed in X

this study. Fig. 1 Probability density functions of DEM and Gaulistributions

[I. DOUBLE EXPONENTIAL DISTRIBUTION ANALYSIS One can see from Figure 1 that the DEM has heaailsr

The probability density function of DEM is definad than the normal distribution. It is therefore evitlethat

increasing scale parameters leads to agradual akboege of

s probability density function.

f (x,7,6) =25° 6 (1)

lll.  SIMULATION OF DATA WITH DOUBLE EXPONENTIAL
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and the equation for the probability density fuowti The
distribution function for DEM is:

F( = 3)

Now, we can findX from the equation foF (X) :

OInF +n,F<1/2

The correlation of the experimental and theoretreslults
confirms the accuracy of our approach.

IV. ANALYSIS OFDEM DATA AND CONSTRUCTION OF
CONFIDENCEINTERVALS

A. Evaluation of Pivots

After we have generated the data with DEM, constter
time series obtained from our data using the falhow
equations:

X = 4 = X /A —i oY
{—Hln(Z(l— F))+n,F>1/2 “) = 1Z|X >Z| » V= neZ|X' X| (5)
A n&l™
In this experiment,)—(~ is the median value. In the case of
even data, the array length is defined as:
X :%(Array[NIZ] + Array[N /2+l]) (6)
x1
0 ¥ >
r A AFX) l . The distribution of W is shown in Figure 4.
|
AR | 0,008
.y | | -
Rand [0;1] | ! 0,006
| ; z
|
e i = 0,004+
| | [ %
<0 0 = > ]
Fig. 2 DEM generation scheme 0,002
For each random number, we simply calculate thaluer 0.000
using the above equation. This scheme generatishagn in . . . : . )
Figure 2. We can use this scheme in cases when the -3 -2 -1 0 1 2 3
probability density function is defined analytigaland it is X
simple to derive the equation for variable x. Nekg random A
numbers in the interval can be easily generatecchibzk this 0.00%4
DEM generating algorithm, the theoretical and eipental ?
results for DEM with 7=15 andd=3, which should
generate the theoretical PDF as shown in (1), amepared. 0,006
For experiment 1, we’ll use the method describealzab =)
0,20, - Experimental g 0,004
+ Theoretical
0,15
0,002
< 0,10
sl 0,000+
0.89 a4 =2 < 9 1 2
X
0,00 B
20 10 0 10 20 30 40 50 Fig. 4 W-distribution: A@7 =158 =3), B(7 = 6,6 =1)
X
Fig. 3 Theoretical and experimental probability signfunctions for After comparing Figure 4A and Figure 4B, we canatode
n=156=3 that the W-distribution is independent of the DERfameters

62



International Journal of Engineering, Mathematical and Physical Sciences
ISSN: 2517-9934
Vol:6, No:1, 2012

(7,6). The percentiles of W-distribution are obtaineahirthe

simulated data.
The V-distribution is shown in Figure 5.
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Fig. 5 V-distribution: A@7 =158 =3), B(/7 =6,6 =1)

It is apparent from Figure 5 that the V-distribatidoe snot
depend on DEM paramete( ,9), either.

B. Confidence Intervals for DEM Distribution

Confidence intervalconstruction is an importantt pdrthe
statistical inference thatrefers to obtaining stegets such as
P(a(X;..X,) <8<b(X,..X,)) =y, wherey is typically
chosen to be 0.9, 0.95, or 0.99. In other wordsuse the ClI
for the estimation of an unknown general paramasarg only
a sample of the data with the confidence probabijit. The

principle of the Cl is shown in Figure 6.

True value

Estimation

|
,«‘/f' i /A
I |

I -
-t

Confidence interval

Fig. 6 Confidence interval and true value of annown parameter

One of the most useful methods for constructingsChe
method of pivotal quantities. A pivot is a functioof
(5, Xl,XZ..Xn), whose distribution does not depend on the
parameted . In the case of DEM distribution, the parameters
are nandd. As long as the distributions of W and V do not
depend on corresponding parameters, W-distribugiod V-
distribution should be used as pivots for estinmataf the
population mean and variance.Unlike DEM distribatio
Normal distribution (N) is well studied and the &borithm
construction for the latter distribution is simpléhe pivots for
N are the t-distribution for the mean and -distribution for
the variance, which are a consequence of the piepasf N

[5].

The CI for the population mean is defined as:

P{x t, \/_</7<x+t \/_] (7)

wherex is sample mean,Sis sample variance, and
t,(n-1y) is the value from the t-distribution table
corresponding to the confidence probability)(and number

of degrees of freedom().
The CI for the population variance is defined as:

_1\e2
P[(” “s* g 0 12)5 ]:y,
X X1
where Xf,XZZ are the values from the)(z—distribution
table, which correspond to the number of degredseefiom (

n) and probabilities%%y,l'% [5].

(8)

To construct the CI for DEM distribution, the piabt
distributions W and V, which are obtained from tieen data
sample using equations (5), should be used. ThéCihe
population mean is defined as:

<~  <b
ZIX g

In order to construct Cl with the corresponding peties
of pivot distribution W, the following equation sHdube
used:

Plas =y ©

A

F(X)

Xl—r X X1+,v
Z2 o

Fig. 7 Percentiles for the ClI cepending toy probability
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Finally, we obtain the equation fer estimation:

D Y ¥ R
X =Xy 12— X=Xy, L
2

- 10
" o o)

Similar to the aforementioned described procedweecan
construct the CI for the population variance uding pivotal
distribution V:

Slx % S -
i=1 ) i=1

nXx (1)

X1y

v
2 2

C.Asymptotic Confidence Intervals for DEM Distribution
Based on 2 -Distribution

In this section, we will construct the asymptoticf@r the
DEM distributed data. Consider the following eqaas:

o 22X

i F; (12)

and
G
X; =22 41 (13)

The absolute value of Jacobian of transformation is

d(,.é 4
— | +—T + =—
dti[ 2! ’7}‘ 2

Using the existing distribution of independent al{ with

(14)

—::—ex —_—
p¢ 2)

_ 16
26 g 2 2 (16)

This equation is a density function af -distribution with

2 degrees of freedom. We can use the property ofnga
distribution [5] regarding the sum of independemimgna-

variables. Considering that thgfz-distribution is a partial

case of gamma distribution, the same property ¢sirate for
this distribution.

X_ —
Therefore,zy follows the y?-distribution, and
i

this distribution can be used as a pivot for thestaction of
the asymptotical CI.

V.SIMULATION AND DISCUSSION

A. Examining the pivotal quantities

In order to prove the reliability of the described¢hniques
for the construction of ClI, it is important to cafer an
example with a simulated data sample size of 10a10be
obtained experimental distribution from our datanpke is
shown in Figure 3. The 2.5 and 97.5 percentilestgéined
pivotal equations (5) for simulated data with=15 6 = 3are:

W, g == 1521 Wy, = 0729

The corresponding percentiles of the t-distributieith 9
degrees of freedom are:

oy = —2.2622t 975, = 2.2622

From these data, we can see that the 2.5 percefitié is
greater than the corresponding percentile of ristion and
the 97.5 percentile of W is smaller than the 9%Eentile of

PDF f(X) and the relationship with dependent variabl&distribution. The considered percentiles for ‘étdbution
Y =g(X), we can obtain the equation for the PDF of ¢

dependent variabl¥ [5]:

fy(y) = fx (g_l(y))diy g™(y) (15)

For our caseg is defined in (13). Thus, we obtain:

Ot +n-n

i

f(t)=Sexp 2 118,
26 6 2

V2.5P/o = 1-041\/97_5% = 2782

Now, we can construct the CI for the population maad
variance based on W, V, and also on the t a)(l?j-

distributions.
Consider the following small sample of simulatiatal

10.5889, 11.7205, 4.7902, 11.8991, 10.4191, 15,2304

10.1076, 16.5358, 21.9029, 11.1247

The median, mean, and standard deviation of th@lgaane
12.669, 12.4319, and 4.3315, respectively. The @5%6r the
population mean and variance based on both obtginexs
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and also on standard t anyf -squared, which are used for In this example, we usethe percentiles of yfedistribution
normal distribution, can be evaluated. For the aed data, with 20 degrees of freedom. It is therefore appatieat both

we obtain the following data using equations (7:11) asymptotic confidence interval and the one based on
bootstrappingprimarily agree and capture the tmalaes of the
10.2126s 7 < 17.794, 1.211% < 3.2399 population variance.
based on W and V. The CI, if we treat the datacamally- V1. CoNcLUSION
distributed, are: In this paper, we have investigated the propenitshe
DEM. The pivot equations for this distribution wesbtained
9.3292< ) < 15.5347, 2.1095 6 < 5.5989 based on the simulated data. We have analyze@theijues

for the construction of the Clfor both DEM and natm
) o ) distributions. Our study reveals that the trivisage of the
based on t andy” -squared distributions. In last equation Weyjyots of normal distribution is incorrect if apgdi to DEM

2 distributed data. Also, we have demonstrated that f
_ |9 ; . . . . 2 . . .
have used the fact thﬁ—,/T after applying (8). population variance estimation,thg?-distribution with 20

¢ degrees of freedom, which is a very important tesof
} . practical applications, can be used.These apprsatcie be
equal, but for& we obtain narrower intervals for W and Vseq as a theoretical basis for the analysis obrixgntal

distributions. Unlike t anq)(2 -squared distributions, W and data.
V distributions are more precise for the DEM datxduse

We can see that, in our case, the intervals/fare almos

they are constructed directly from the simulatetsa. REFERENCES
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calculate the CI for the population variance basedy?- Applied Operations Research.
squared distribution with 20 degrees of freedomlf@moints

: , , , Xi =]
from our simulation sample. Using the pl\/bZT we
i

have:

22\xi -7

Pl X% '0025<IT < X% o075 | = 095

Hence, the asymptotic confidence interval fbis:

2y | X = 2) | X =1
= <f<—— =
X'n 0975 X025

B [ 67.3899 67.3899

} =(1.97227.0269

2 "2
X 10975 X'n0025
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