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Abstract—In this paper we propose a new knowledge model using 
the Dempster-Shafer’s evidence theory for image segmentation and 
fusion. The proposed method is composed essentially of two steps. 
First, mass distributions in Dempster-Shafer theory are obtained from 
the membership degrees of each pixel covering the three image 
components (R, G and B). Each membership’s degree is determined by 
applying Fuzzy C-Means (FCM) clustering to the gray levels of the 
three images. Second, the fusion process consists in defining three 
discernment frames which are associated with the three images to be 
fused, and then combining them to form a new frame of discernment. 
The strategy used to define mass distributions in the combined 
framework is discussed in detail. The proposed fusion method is 
illustrated in the context of image segmentation. Experimental 
investigations and comparative studies with the other previous methods 
are carried out showing thus the robustness and superiority of the 
proposed method in terms of image segmentation. 

Keywords—Fuzzy C-means, Color image, data fusion, 
Dempster-Shafer’s evidence theory

I. INTRODUCTION

MAGE segmentation plays an important role in image 
analysis and computer vision, which is also regarded as the 

bottleneck of the development of image processing 
technology for until now there hasn’t been a technique that 
can handle all the segmentations of different types of image. 
Recently, color image segmentation attracts more and more 
attention. It has long been recognized that the human eye can 
discern thousands of color shades and intensities but only two-
dozen shades of gray. The situation often occurs when the 
objects cannot be extracted using gray scale information but 
can be extracted using color information. Compared to gray 
scale, color provides additional information to intensity. 
People realize that the color is useful or even necessary for 
pattern recognition and computer vision. Also the acquisition 
and processing hardware for color image becomes more and 
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more available for dealing with the problem of computation 
complexity caused by the high-dimensional color space. 
Hence, color image processing is becoming increasingly 
prevalent nowadays. In most of the existing color image 
segmentation approaches, a region denotes a similar color 
region. Monochrome image segmentation techniques can be 
extended to color image, such as histogram thresholding [4] 
[5] [15], clustering, region growing, edge detection, fuzzy 
logic [12] [13], and neural networks [9] [14], by using RGB or 
their transformations (linear/non-linear) as shown in fig.1 [6]. 

Each color representation has its advantages and 
disadvantages [20]. There is still no color representation that 
can dominate the others for all kinds of color images yet. The 
major problem of linear color spaces the high correlation of 
the three components, which makes the three components 
dependent upon each other and strongly associated with 
intensity. Hence, linear spaces are very difficult to 
discriminate highlights, shadows and shadings in color 
images. 

In our study, we have chosen to work only with the three 
primitive colors (R, G and B) given by the sensor. Each color 
plane is considered as an information source which can be 
imprecise or uncertain. In this context, data fusion techniques 
based on exploiting redundant and complementary 
information from different sources appears an interesting 
approach for segmenting image. First, fuzzy c-means (FCM) 
clustering [1] [19], is used to automatically determining of 
mass functions. Each pixel is then characterized by its 
membership values in clusters or classes or still hypotheses. 
Once, the mass functions are determined for each image to be 
fused, the Dempster-Shafer evidence theory is applied to 
obtain the final segmentation result. 

The rest of the paper is organized as follows. Section 2 
presents the Dempster-Shafer evidence theory. In section 3, 
we describe the proposed method. The experimental results 
and discussions are in section 4. Finally, conclusions are 
presented in section 5.

II. SOME FUNDAMENTALS OF DEMPSTER-SHAFER’S EVIDENCE 
THEORY

The Dempster-Shafer theory (DS), also known as the theory 
of belief functions, is a generalization of the Bayesian theory 
of subjective probability.  

Whereas the Bayesian theory requires probabilities for each 
question of interest, belief functions allow us to base belief 
degrees for one question on probabilities to a related question. 
These degrees of belief may or may not have the mathematical  
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properties of probabilities. This theory is a mathematical 
theory of evidence [2] based on belief functions and plausible 
reasoning, which is used to combine separate pieces of 
information (evidence) to calculate the probability of an event. 

The theory was developed by Arthur P. Dempster [2] and 
generalized by Glenn Shafer [17]. She allows one to consider 
the confidence one has in the probabilities assigned to the 
various outcomes. 

Let X  be the universal set, the set of all states under 
consideration. The power set )(XP , is the set of all possible 
sub-sets of X , including the empty set, . For example, if:  

baX ,                                                                            (1) 
Then:

XbaXP ,,,)(                                                           (2) 

0)(m                                                                              (3) 
The masses of the remaining members of the power set add 

up to a total of 1: 
1)(

)( XPA
Am                                                                      (4) 

The mass )(Am  of a given member of the power set, A ,
expresses the proportion of all relevant and available evidence 
that supports the claim that the actual state belongs to A  but 
no to particular subset of A . The value of )(Am  pertains only 
to the set A  and makes no additional claims about any subsets 
of A , each of which has, by definition, its own mass. 
From the mass assignments, the upper and lower bounds of a 
probability interval can be defined. This interval contains the 
precise probability of a set of interest (in the classical sense), 
and is bounded by two non-additive continuous measures 
called belief (or support) and plausibility: 

)()()( AplAPAbel                                                   (5) 

The belief )(Abel for a set A  is defined as the sum of all 
the masses of (not necessarily proper) subsets of the set of 
interest: 

ABB
BmAbel

/
)()(                                                           (6) 

The plausibility )(Apl  is the sum of all the masses of the 

sets B  that intersect the set of interest A :

ABB
BmApl

/
)()(                                                           (7) 

The two measures are related to each other as follows: 

)(1)( AbelApl                                                           (8) 

It follows from the above that it is necessary to know one of 
the three (mass, belief, or plausibility) to deduce the other 
two, though it remains to know the values for many sets in 
order to calculate one of the other values for a particular set. 

The problem is how to combine two independent sets of 
mass assignments. The original combination rule, known as 
Dempster's rule of combination, is a generalization of Bayes' 
rule. This rule strongly emphasises the agreement between 
multiple sources and ignores all the conflicting evidence 
through a normalization factor. Use of that rule has come 
under serious criticism as far as the significant conflict in the 
information is encountered. 

Specifically, the combination (called the joint mass) is 
calculated from the two sets of masses 1m  and 2m  in the 
following manner: 

0)(2,1m                                                                          (9) 

ACB
CmBm

K
Am )().(

1
1)( 212,1                           (10) 

Where 

)().( 21 CmBmK
CB

                                                  (11) 

Where K  is a measure of the amount of conflict between 
the two mass sets. The normalization factor, K1 , has the 
effect of completely ignoring conflict and attributing any mass 
associated with conflict to the null set. Consequently, this 
operation yields counterintuitive results in the face of 
significant conflict in certain contexts.  

Often used as a method of sensor fusion, Dempster-Shafer 
theory is based on two ideas: obtaining degrees of belief for 
one question from subjective probabilities for a related 
question, and Dempster's rule [17] for combining such degrees 
of belief when they are based on independent items of 
evidence. In essence, the degree of belief in a proposition 

Color Segmentation 
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Monochrome Segmentation 
Approaches

Histogram Thresholding, 
Feature Space Clustering, 
Edge Detection Approaches, 
Fuzzy Approaches, 
Neural Networks, 
Physics Based Approaches 

  Fig. 1 commonly used color image segmentation approaches [6] 



International Journal of Information, Control and Computer Sciences

ISSN: 2517-9942

Vol:3, No:11, 2009

2638

depends primarily upon the number of answers (to the related 
questions) containing the proposition, and the subjective 
probability of each answer. There are also rules of 
combination that contributed to the general assumptions about 
the data.  

In this formalism a degree of belief (also referred to as a 
mass) is represented as a belief function rather than a 
Bayesian probability distribution. Probability values are 
assigned to sets of possibilities rather than single events: their 
appeal rests on the fact they naturally encode evidence in 
favor of propositions. 

Shafer's framework allows for belief about propositions to 
be represented as intervals, bounded by two values, belief (or 
support) and plausibility:  belief  plausibility 

Belief in a hypothesis is constituted by the sum of the 
masses of all sets enclosed by it (i.e. the sum of the masses of 
all subsets of the hypothesis). It is the amount of belief that 
directly supports a given hypothesis at least in part, forming a 
lower bound. Plausibility is 1 minus the sum of the masses of 
all sets whose intersection with the hypothesis is empty 
(equivalently, it is the sum of the masses of all sets whose 
intersection with the hypothesis is not empty). It is an upper 
bound on the possibility that the hypothesis could possibly 
happen, i.e. it "could possibly happen" up to that value, 
because there is only so much evidence that contradicts that 
hypothesis. 

Beliefs corresponding to independent pieces of 
information are combined using Dempster's rule of 
combination (see equation 4, in the case of j informations), 
which is a generalization of the special case of Bayes' theorem 
where events are independent (There is as yet no method of 
combining non-independent pieces of information). Note that 
the probability masses from propositions that contradict each 
other can also be used to obtain a measure of how much 
conflict there is in a system. This measure has been used as a 
criterion for clustering multiple pieces of seemingly 
conflicting evidence around competing hypotheses. 

jmmmm ...21                                                 (12) 

With  is the sum of DS orthogonal rule. 

In addition, one of the computational advantages of the 
Dempster-Shafer framework is that priors and conditionals 
need not be specified, unlike Bayesian methods which often 
use a symmetry (minimax error) argument to assign prior 
probabilities to random variables (e.g. assigning 0.5 to binary 
values for which no information is available about which is 
more likely). However, any information contained in the 
missing priors and conditionals is not used in the Dempster-
Shafer framework unless it can be obtained indirectly - and 
arguably is then available for calculation using Bayes 
equations. 

Dempster-Shafer theory allows one to specify a degree of 
ignorance in this situation instead of being forced to supply 
prior probabilities which are added to unity. This sort of 
situation, and whether there is a real distinction between risk 
and ignorance, has been extensively discussed by statisticians 
and economists. 

III. THE PROPOSED METHOD

Data fusion process consists of combining information from 
different sources in order to improve the decision process [7]. 
The fusion can be achieved either in the centralized manner or 
in a distributed manner. In the context of image segmentation, 
the decision concerns the classification of a three of pixels 
(representing the same physical point p) coming from three 
images (representing the three component of color image) into 
one class iC  of classes set NiiC 1 . Therefore, the 
main idea of our paper is the utilization of the DS theory for 
fused one by one the pixels coming from the three images. In 
this study, the method of generating mass functions is based 
on the concept of fuzzy logic. For a given pixel, to obtain the 
membership function of its corresponding gray level, an 
unsupervised fuzzy clustering algorithm (FCM) was used. 

A. Fuzzy clustering 

The Fuzzy c-means is an unsupervised clustering algorithm 
which can be applied successfully to several problems 
involving feature analysis, clustering and classifier design in 
fields such as astronomy, chemistry, geology, image analysis, 
medical diagnosis, shape analysis, target recognition and 
image segmentation [3][8][11][19]. 

The FCM algorithm minimizes the objective function for 

the partition of data set, T
dxxxX ,...,, 21 , given by: 

(13)
2

1 1
),( ik

c

i

d

k

m
ikm vxuvuJ                                      (13) 

In this equation, d is the number of samples in the vector X, 
c is the number of clusters (or classes) dc1 , iku  is 

the element of the partition matrix U of size (c d) containing 
the membership function, iv  is the center of the ith class 
(cluster), and m is a weighting factor that controls the 
fuzziness of the membership function. 

The matrix U is constrained to contain elements in the 

range [0,1] such that 
c

i
iku

1
1, for each ],1[ dk . The 

norm ik vx  is the distance between the sample kx  and 

the centers of classes iv ],1[ ci .
In the framework of the segmentation of a multi-textured 

image of size (N×M), the vector X contains all the gray level 
of the image, scanned line by line, i.e. d=NM. The fuzzy c-
means algorithm performs the partition of the vector X into c 
fuzzy subsets where iku  represents the membership of kx  in 
class i. 

The FCM clustering technique can be summarized by the 
following steps [1][18]: 

Step 1: Initialization (Iteration 0) 
Scan the image line by line to construct the vector X 

containing all the gray level of the image. 
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Randomly initialize the centers of the classes vector )0(V .

Fig. 2 Color images used in segmentation experiments 

From the iteration t=1 to the end of the algorithm: 
Step 2: Calculate the membership matrix )(tU  of element 

iku  ( ],1[ ci , ],1[ dk ) using: 
1

1

1
2

c

j

m

jk

ik
ik vx

vx
u                                         (14) 

Step 3: Calculate the vector c
t vvvV ,....,, 21
)(  using: 

d

k

m
ik

d

k
k

m
ik

i

u

xu
v

1

1                                                                   (15) 

Step 4: Convergence test: 

If )1()( tt VV  > , then increment the iteration t, and 

return to the Step 2, otherwise, stop the algorithm.  is a 
chosen positive threshold.

B. Mass function determination using FCM 
Let  represents the finite set of regions Ru where Ru

replaces the previous (or Hi), uR for u=1,2,…,U.
Each color plane (R, G and B) is assimilated to an 

information source lS  for Ll ,...,1 . Let us consider a 

basic belief assignment qSm  defined as: 

]1,0[2:lSm                                                              (16) 

With  

0)(lSm                                                                        (17) 

1)(
A

S Am l                                                                  (18) 

In the use of evidence theory for image segmentation, the 
determination of mass functions is delicate but a key point. In 
the present study, masses of simple hypotheses iH  are 

directly obtained from the membership functions )( ki x of

the gray level kx  to cluster i as follows: 

)()( kiki xxm                                                              (19) 

The advantage of Dempster-Shafer’s theory lies in 
representing uncertainty by means of belief on the whole 
frame of discernment. This basic belief assignment allows 
defining )(lsm  with the following equation: 

))(1()(
i

kii xmm                                               (20) 

Therefore, a physical point p  is associated to three 

different grey levels 1x , 2x  and 3x  from images R , G  and 

B respectively. For each pixel 1x , 2x  and 3x , it corresponds 

the mass function 
1xm ,

2xm  and 
3xm  respectively. Once 

these extended are made, the three distributions 
1xm ,

2xm and

3xm  are defined as one the same space of discernment. The 

combination of Dempster is used to evaluate the final 
distribution of mass 

3,2,1xm  such as: 

3213,2,1 xxxx mmmm                                              (21) 

After calculating the orthogonal sum of the mass functions 
for the three images, the decisional procedure for 
classification purpose consists in choosing one of the most 
likely hypothesis iH .

IV. EXPERIMENTAL RESULTS

To evaluate the proposed approach, tests were first 
realized on simulated images (fig. 2). The images contain two 
regions. In fact, some obtained results are given using the 
above presented method. To get a better insight into the actual 
ability of the proposed approach, a comparison was made 
between with conventional algorithms such as those based on 
the Assumption of Gaussian Distributions (AGD) [16] and 
those based on the Euclidean Distance (ED) [10] for 
determining the mass functions. Table 1 and figure 2 shows an 
example of comparison between these three approaches based 
on the segmentation sensitivity Sens% (see equation 22). 



International Journal of Information, Control and Computer Sciences

ISSN: 2517-9942

Vol:3, No:11, 2009

2640

100x
NxM
NpSens cc                                                              (22) 

With: Sens, Npcc, NxM correspond respectively to the 
segmentation sensitivity (%), Number of correctly classified 
pixels and dimension of the image. 

In the following example and in the goal of the 
automatically detection of cells (see figure 4), the decision has 
been made using the criterion of maximum mass function. 
The proposed segmentation algorithm has been applied to a 
cell image in order to illustrate the methodology. The original 
image represented in RGB space is shown in fig. 4(a). The 
image contains two regions (C=2).  

The results of R, G and B components by the FCM are shown 
in fig 4(b), 4(c) and 4(d) respectively. Fig 4(e) is the final 
result after the first stage (FCM) and the second stage (DS). In 
the first stage, the result segmentation is got with a fuzzy 
factor 2m  and 510 . We have noted that 16.94 %, 
17.58% and 13.34 % of pixels have been unclassified for the 
three primitive colors R, G and B, respectively. These 
unclassified pixels reflected the influence of lack information 
and high correlated of the three primitive colors (R, G and B) 
of final segmentation.  

TABLE I
SEGMENTATION SENSITIVITY FOR THE 9 COLOR IMAGES SHOWN IN FIGURE 1 USING ED, AGD AND FCM USED FOR DETERMINING THE FUNCTIONS OF THE 

MASSES

Sens% Euclidian Distance 
 (ED) 

Assumption of Gaussian 
Distributions (AGD) 

Fuzzy C-Means
(FCM) 

Image 1 68.23 79.66 88.92 

Image 2 66.84 71.15 89.45 

Image 3 72.56 83.19 87.25 

Image 4 85.11 88.91 96.68 

Image 5 75.42 76.86 90.15 

Image 6 59.85 65.43 89.78 

Image 7 66.78 79.33 88.79 

Image 8 75.48 77.85 99.63 

Image 9 83.54 93.88 96.88 
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Fig. 3 Plot of the segmentation sensitivity for the 9 color images using the ED, DGA and FCM approaches for determining the mass
functions



International Journal of Information, Control and Computer Sciences

ISSN: 2517-9942

Vol:3, No:11, 2009

2641

In figure 4(e), It is observed that the two regions are well 
brought out, showing that the complementary information 
provided by the three images was well exploited by the fusion 
algorithm. 

The segmentation errors have been largely reduced while 
combining the three images through the use of DS fusion 
approach. Indeed only 0.37 % of pixels have been 
unclassified. The segmented result shows the presence of two 
classes. Consequently, a comparison of classification error 
rate between using the three approaches (see figure 3 and table 
1), for determining the mass functions in Dempster-Shafer 
evidence theory demonstrates a significant reduction in 
classification error rate when using FCM.  

In fact, it is observed by using both the FCM algorithm 
and the evidence theory for the color image segmentation, that 
the segmented regions are rather homogeneous which makes it 
possible to do an accurate measurement of cells volumes. 

V. CONCLUSION

In this paper, we have presented a color image 
segmentation approach based on Dempster-Shafer evidence 
theory. The key point of this approach is automatically 
determining the mass function by applying Fuzzy c-means 
clustering. The paradigm for deriving mass distributions 
associated with the images to be fused has been described in 
detail. The work presented shows that segmentation based on 

)(a

)(b )(c

)(d )(e
Fig. 4 Results on a cell image. (a) Original image, is 256x256x3 in size with 256 gray levels for each primitive 

colors, (b) Results after first stage on red component, (c) Results after first stage on green component, (d) Results 
after first stage on blue component, (e) Results after first stage and second stage. 
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evidential data fusion is robust in the sense that only the 
membership functions of each gray level to each cluster of 
images are needed. In the future works, the proposed fusion 
method will be applied to a larger class of images. On the 
other hand, the available information (mass distribution) will 
be used to evaluate the quality of the segmentation. 
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