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#### Abstract

We developed a new method based on quasimolecular modeling to simulate the cavity flow in three cavity shapes: rectangular, half-circular and bucket beer in cgs units. Each quasi-molecule was a group of particles that interacted in a fashion entirely analogous to classical Newtonian molecular interactions. When a cavity flow was simulated, the instantaneous velocity vector fields were obtained by using an inverse distance weighted interpolation method. In all three cavity shapes, fluid motion was rotated counter-clockwise. The velocity vector fields of the three cavity shapes showed a primary vortex located near the upstream corners at time $t \sim 0.500 \mathrm{~s}, t \sim 0.450 \mathrm{~s}$ and $t \sim 0.350 \mathrm{~s}$, respectively. The configurational kinetic energy of the cavities increased as time increased until the kinetic energy reached a maximum at time $t \sim$ 0.02 s and, then, the kinetic energy decreased as time increased. The rectangular cavity system showed the lowest kinetic energy, while the half-circular cavity system showed the highest kinetic energy. The kinetic energy of rectangular, beer bucket and half-circular cavities fluctuated about stable average values $35.62 \times 10^{3}$, $38.04 \times$ $10^{3}$ and $40.80 \times 10^{3} \mathrm{ergs} /$ particle, respectively. This indicated that the half-circular shapes were the most suitable shape for a shrimp pond because the water in shrimp pond flows best when we compared with rectangular and beer bucket shape.
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## I. InTroduction

TᄀHE lid driven cavity flow is one of the most studied fluid problems in computational fluid dynamics field because of the simple geometry with well-defined boundary condition and easily to code [1]. Owing to their broad range of natural, industrial and biomedical applications, cavity flows have been studied for years by both experimental and numerical investigation [2]. Lid driven cavity flow studies are useful to improve many practical application prototypes such as shortdwell coaters and melt-spinning processes in forming

[^0]continuous metal ribbons [3-4]. In addition, this knowledge could be applied to fundamental closed-streamline flow, improving manufacturing systems efficiency, and the study complex flow physics of constituting an ideal vehicle [5-6].

In the past, understanding of the recirculating flow within the cavity has been treated as one of the fundamental challenges for fluid dynamics researchers. Therefore, a number of studies have been performed extensively and the solutions for flow behaviours are carried out. Unfortunately, most of the previous studies [7-8] have been restricted to the analysis of fluid motion in squares, and only a few reports deal with the influence of cavity shape on the birth and evolution of recirculating flow structures. Most numerical simulations of the driven cavity flow use Navier-Stokes equations. Navier-Stokes equations are fundamental equations that govern fluid flow and can solve the dynamics of water flow [9-12].

Quasi-molecular modeling or particle models are a new numerical approach developed by Greenspan [13]. In this model, the number of molecules is scaled down from their actual values $\left(\sim 10^{24}\right)$ to smaller sizes (i.e. a small set of quasimolecular particles which is approximately $10-10^{2}$ particles), while the intermolecular forces are correspondingly adjusted to approximately the correct hydrodynamic situation in order to agree with classical molecular-type formulae and conserve both mass and normalized energy. Unlike the continuum and statistical mechanics approaches, this approach concerns nonsteady state phenomena and variations in dynamical responses due to the variation of system parameters.

In this study, we focused on a prototype fluid problem (i.e. cavity problem). For simplicity we restricted our study to twodimensional flow, even though our method is applicable in three dimensions as well. This allowed us to compare our results with the numerous numerical and experimental results available in the literature. This study aimed at (1) simulating a 2-D lid driven cavity flow in three cavity shapes: rectangular, half-circular and beer bucket, (2) studying the influence of cavity shape on the birth and evolution of recirculating flow structures and (3) comparing the internal energy in the system of the three cavity shapes. This comparison between three cavity shapes will be useful for designing a suitable shrimp pond shape that requires less energy and gives a maximum flow rate.

## II. Materials and Methods

## A. Quasi-Molecular Modeling

We used quasi-molecular modeling to simulate the lid driven cavity flow in three cavity shapes: rectangular, halfcircular and bucket beer. The physical response of the fluid was caused by external forces (i.e. molecular interaction) [13]. In quasi-molecular modeling, the interaction forces were considered only between nearest-neighbour particles and assumed to be the same form as in molecular dynamic (MD) modeling. The interaction force was represented by Eq. (1).

$$
\begin{equation*}
F(R)=\frac{G}{R^{p}}+\frac{H}{R^{q}} \tag{1}
\end{equation*}
$$

Where $\quad G, H=$ parameters in particle structure
$p, q=$ exponential parameter in particle structure $R=$ equilibrium position in particle structure
$G, H, p, q$ were positive constants with $q>p$ in order to obtain the repulsive effect that was necessarily stronger than the attractive one. Molecular interaction forces had two components: attraction and repulsion. The four parameters $G$, $H, p$ and $q$ were yet to be determined. If $p, q$ and $R_{0}$ were given, then by conditions of mass and energy conservation, $G$ and $H$ were derived. $R_{0}$ was the equilibrium distance of the quasi-particle structure.

Just as in MD modeling, the dynamical equation of motion for each particle $P_{i}$ of the system was given by (2):

$$
\begin{equation*}
\frac{d^{2} \vec{R}}{d t^{2}}=\sum_{\substack{j=1 \\ j \neq i}}^{N}\left(\frac{G}{R^{p}}+\frac{H}{R^{q}}\right) \frac{\vec{R}_{i j}}{\left|R_{i j}\right|}, i \neq j \tag{2}
\end{equation*}
$$

Where $\quad \vec{R}_{i j}=$ the vector form of $P_{j}$ to $P_{i}$ $N=$ the number of particle

For the simulation of the lid driven cavity flow by quasimolecular modeling, we chose $p=3, q=5, R_{0}=0.2 \mathrm{~cm}$. The distance of local interaction $D=3 \mathrm{~cm}$. The motion of particle $P_{i}$ was determined by the dynamical (3).

$$
\begin{equation*}
\left.\frac{d^{2} \vec{R}}{d t^{2}}=\sum_{\substack{j=1 \\ j \neq i}}^{1162}\left(-\frac{124024.3374}{R^{p}}+\frac{3.1006 \times 10^{6}}{R^{q}}\right)\right) \frac{\vec{R}_{i j}}{\left|R_{i j}\right|} \tag{3}
\end{equation*}
$$

Our model solved this equation simultaneously with a leapfrog numerical scheme.

## B. Numerical Solution

In general, $F_{i}=m_{i} r_{i}$ where $i=1,2,3, \ldots, N$ could not be solved analytically from given initial data and had to be solved numerically. The choice of a numerical method was simplified by the physics of quasi-molecular modeling in
small time steps. The reason was that the repulsive component $H / R^{q}$ in Eq. (5.1) could be treated accurately only with small time steps for small $R$, since $H / R^{q}$ was unbounded as $R$ went to zero. Therefore, the advantages of using a high order numerical method, which allowed the choice of large time steps in obtaining a high degree of accuracy, were not applicable in quasi-molecular modeling. The leapfrog formulas relating position, velocity and acceleration for particle $P_{i}$ were as in Eq. (4)-(6).

$$
\begin{align*}
& v_{i, 1 / 2}=v_{i, 0}+(\Delta t / 2) \vec{a}_{i, 0}, \quad \text { (starter formula) }  \tag{4}\\
& v_{i, k+1 / 2}=v_{i, k-1 / 2}+(\Delta t) \vec{a}_{i, k}, \quad k=1,2,3, \ldots  \tag{5}\\
& \vec{r}_{i, k+1}=\vec{r}_{i, k-1 / 2}+(\Delta t) \vec{v}_{i, k+1 / 2}, \quad k=1,2,3, \ldots \tag{6}
\end{align*}
$$

Where $\vec{v}_{i, k}, \vec{a}_{i, k}$ and $\vec{r}_{i, k}$ were the velocity, acceleration and position vectors of particle $i$ at time $t_{k}=k \Delta t, \Delta t$ was the time step, $\vec{v}_{i, k+1 / 2}$ was the velocity of particle $i$ at $t_{k}=(k+1 / 2) \Delta t$, and so on.


Fig. 1 Configuration of 1162 water particles in three cavities: rectangular, half-circular and beer bucket shapes

## C. Coordinate-System Setup

Three cavity shapes were setup: rectangular, half-circular and beer bucket while keeping a cavity area constant at 3800 $\mathrm{cm}^{2}$. A 2-D closed rectangular basin had a base of 100 cm and
height of 38 cm (Fig 1a). A 2-D half-circular basin was enclosed by a diameter of 100 cm . A 2-D half-circular basin was defined by the expression $(x-p)^{2}+(y-q)^{2}=l^{2}$, where a circle of radius $(l)=50 \mathrm{~cm}$ and a center was located at $(0,51)$ (Fig 1b).

The sides of the basin in the three cavity shapes were called walls. The top wall alone was allowed to move in the $X$ direction. The speed $V$ of this top wall motion was called the wall speed (i.e. $V=10 \mathrm{~cm} / \mathrm{s}$ ). In the basin, we constructed a regular triangular grid of 1162 points. The edge length of each triangular building block was 2 cm . At each grid point ( $x_{i}, y_{i}$ ), we set a particle $P_{i}$, that is, an aggregate of water molecules or a water particle (Fig 5.1). The water particles were distributed uniformly throughout the interior of the cavities. We assigned an initial random velocity over the interval $[0,0]$ to each particle in order to complete the initial data condition. The velocity vector fields were obtained by using an inverse distance weighted interpolation method, a technique for interpolation of scatter points [14].

## III. Results and Discussions

Time sequences of instantaneous velocity vector fields from time $t=0.000$ to $t=1.500 \mathrm{~s}$ for rectangular shape (Fig a-h), the half-circular shape (Fig 3a-h) and the beer bucket shape (Fig 4a-h) shown. The velocity vector fields were obtained by using an inverse distance weighted interpolation method, a technique for interpolation of scatter points [14]. In all three cavity shapes, fluid motion was rotated counter-clockwise (Fig $2 \mathrm{a}-\mathrm{h}-4 \mathrm{a}-\mathrm{h}$ ). The velocity vector fields of three cavity shapes showed the development of a primary vortex located near the upstream corners (Fig 2a-h - 4a-h). Our results were in good agreement with previous simulation studies [15-17]. The vector field showed a primary vortex in three cavity shapes: rectangular, half-circular and beer bucket cavities located near the upstream corners at time $t \sim 0.500 \mathrm{~s}, t \sim 0.450$ $s$ and $t \sim 0.350 \mathrm{~s}$, respectively.

Our results showed that there was no secondary vortex in all three cavity shapes. In general, the secondary vortex is difficult to locate because the particles could be in motion and do not reveal themselves readily in a given velocity vector field [15-16]. With these constraints, it is very difficult to capture the secondary vortices in the simulation. From our previous study [17] on cavity flow in a square cavity shape, we captured a secondary vortex located in the lower right corner at $\mathrm{t}=0.85000 \mathrm{~s}$. In the previous work, we set $G=$ 12.402 and $H=3.100$ in the dynamical equation as follow:

$$
\frac{d^{2} \vec{R}_{i}}{d t^{2}}=\sum_{\substack{j=1 \\ j \neq i}}^{1008}\left(-\frac{12.402}{R_{i j}}+\frac{3.100}{R_{i j}^{3}}\right) \frac{\vec{R}_{i j}}{\left|R_{i j}\right|}
$$

However, in this study, we set $G=124024.3774$ and $H=$ $3.1006 \times 10^{6}$ in the dynamic equation as follow:

$$
\frac{d^{2} \vec{R}_{i}}{d t^{2}}=\sum_{\substack{j=1 \\ j \neq i}}^{1162}\left(-\frac{124024.3774}{R_{i j}}+\frac{3.1006 \times 10^{6}}{R_{i j}^{3}}\right) \frac{\vec{R}_{i j}}{\left|R_{i j}\right|}
$$

The reason that we used different value for $G$ and $H$ in this study was because we simulated a larger rectangular shape than in the previous study. Usually, a large rectangular cavity simulation requires a large number of particles and a super computer (or cluster or grids computing) to simulate. In order to be able to simulate this large rectangular cavity on a personal computer, we had to decrease the number of particles and increase the distance between particles. This allowed us to overcome the computational limit on a personal computer. There was no second vortex in the half-circular and beer bucket cavities because the curved walls of these cavities allowed particles to move easily.
Our study supported Migeon et al. [18]'s study, which experimentally studied the flow establishment in three cavity shapes: square, rectangular and half-circular cavities. They found that the square and rectangular cavities developed the primary and the secondary vortices and the half-circular cavity developed only the primary vortex, no secondary vortex. However, the half-circular cavity resulted in a much more homogeneous and uniform recirculation.
The kinetic energy in three cavity shapes increased as time increased until the kinetic energy reached its maximum at time $t \sim 0.02 s$ (Fig 5). Then, the kinetic energy in three cavity shapes decreased as time increased until the kinetic energy reached its steady state at time $t \sim 0.20 \mathrm{~s}$ (Fig 5). The kinetic energy started from zero at time $t=0.00 \mathrm{~s}$ since we set the initial velocity of each particle is $[0,0]$. The half-circular cavity showed the highest kinetic energy (Fig 5). This highest kinetic energy in the half-circular cavity indicates that the particles in the half-circular cavity moved with the highest velocity when we compared with other cavities. On the other hand, the rectangular cavity system showed the lowest kinetic energy indicating the particles in this rectangular cavity moved slowest (Fig. 5).
The kinetic energy of the three cavities fluctuated about average values because the particles were in continual motion and colliding with one another. The positions and momentum of individual particles were continually changing. Therefore, most functions that depended on the positions and momentum were fluctuating. The kinetic energy of rectangular, beer bucket and half circular cavities fluctuated about average values of $35.62 \times 10^{3}, 38.04 \times 10^{3}$ and $40.80 \times 10^{3}$ ergs/particle, respectively (Fig. 5). This indicated that the halfcircular shape was the most suitable shape for a shrimp pond because the water in shrimp pond flows best when compared with rectangular and beer bucket shapes. Time sequences of water droplet impact on smooth surface.
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(b) $t=0.2500 \mathrm{~s}$

(c) $t=0.5000 \mathrm{~s}$

(d) $t=0.7500 \mathrm{~s}$

(e) $t=1.0000 \mathrm{~s}$

(f) $t=1.5000 \mathrm{~s}$


Fig. 2 Time sequences of instantaneous velocity vector field in rectangular cavity. (a) $t=0.0001 \mathrm{~s}$, (b) $t=0.2500 \mathrm{~s}$, (c) $t=0.5000 \mathrm{~s}$,(d) $t=0.7500 \mathrm{~s}$ (e) $t=1.0000 \mathrm{~s}$, and (f) $t=1.5000 \mathrm{~s}$
(a) $t=0.0001 \mathrm{~s}$

(b) $t=0.3500 \mathrm{~s}$

(c) $t=0.5250 \mathrm{~s}$

(d) $t=0.8750 \mathrm{~s}$

(e) $t=1.5000 \mathrm{~s}$


Fig. 3 Time sequences of instantaneous velocity vector field in half-circular cavity. (a) $t=0.0001 \mathrm{~s}$, (b) $t=0.3500 \mathrm{~s}$, (c) $t=0.5250 \mathrm{~s}$, (d) $t=0.8750 \mathrm{~s}$, and (e) $t=1.5000 \mathrm{~s}$
(a) $t=0.0001 \mathrm{~s}$

(b) $t=0.2500 \mathrm{~s}$

(c) $t=0.5000 \mathrm{~s}$

(d) $t=0.7500 \mathrm{~s}$

(e) $t=1.0000 \mathrm{~s}$

(f) $t=1.5000 \mathrm{~s}$


Fig. 2 Time sequences of instantaneous velocity vector field in beer bucket cavity. (a) $t=0.0001 \mathrm{~s}$, (b) $t=0.2500 \mathrm{~s}$, (c) $t=0.5000 \mathrm{~s}$,(d) $t=0.7500 \mathrm{~s}$ (e) $t=1.0000 \mathrm{~s}$, and (f) $t=1.5000 \mathrm{~s}$


Fig. 5 The instantaneous kinetic energy (ergs/particle) from simulation of 1162 particles, ( - ) rectangular shape, $(-$ ) half-circular shape, and ( - -) beer bucket shape
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