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Abstract—Querying a data source and routing data towards sin Apart from these factors mobility of sink and evemise

becomes a serious challenge in static wirelesosersworks if sink
and/or data source are mobile. Many a times thetdwebe observed
either moves or spreads across wide area makingtenaince of
continuous path between source and sink a challéxige, sink can
move while query is being issued or data is onvay towards sink.
In this paper, we extend our already proposed ®aded Data
Dissemination (GBDD) scheme which is a virtual grichsed
topology management scheme restricting impact offement of
sink(s) and event(s) to some specific cells ofid. grhis obviates the
need for frequent path modifications and hence taeis continuous
flow of data while minimizing the network energynsmmptions.
Simulation experiments show significant improvenseim network
energy savings and average packet delay for a paxkeach at sink.

Keywords—Mobility in WSNs, virtual grid, GBDD, clustering.

|. INTRODUCTION

major challenge while developing a data disseninascheme
for WSN that uses some form of clustering. Multifiyi of
sinks and events further complicates the path geind data
dissemination in a WSN. Various scenarios that gmeue to
mobility and multiplicity of sinks/events in a WSMNe: sink or
event moves with in a region that is part of curiuaster; sink
or event slowly moves to different location thalisaunder
different cluster; another sink or event appearssaine
different region of the network which falls undegparate
cluster and another sink or event appears in time sduster.
Keeping above design questions in mind, we hadqweg a
scheme GBDD [13]. In present paper, we further rektthe
work with flowchart/pseudocdoe and strengthen vdtime
new simulation experiments. Proposed scheme egpthial
radio modes of a sensor node (SN) to form a virtyréd

ARIOUS energy efficient data dissemination method8cross sensor field. Virtual grid helps in definiolysters,
have been proposed over the years to reduce enef§ting path between source-sink pairs and handiiogement
consumption in Wireless Sensor Networks (WSNs). Thas well as multiplicity of sinks/events effectiveBased upon
network topology used underneath hugely affects tH8is grid and clustering, we develop methods fondtiag

performance of dissemination approach in terms etfvark

multiplicity and movements of sinks and eventstia sensor

overheads, delays and energy consumption etc. Based field so as to ensure continuous data delivery feoisource

network topology, various data routing schemes BN& can
be categorized into two groups as flat and hieieathin flat
routing schemes, no clustering is used and allyddiera flow
multi-hop from node to node with all nodes treatédsame
level. Directed Diffusion [1], SPIN [2] [3], Gradi¢ Based
Routing [4], EAR [5], MCFA [6] and Rumor Routing][are
few among many routing schemes falling under féaegory.

Hierarchical approaches convert entire sensor fiatd
collection of small areas with nodes in each aaihg a
group or cluster. Organizing nodes in a WSN intougis or
clusters provide some degree of modularity for oekw
management by performing coordinated activitieshiwita
group or cluster. Clustering also helps in redtrigtflooding
with in a cluster and hides topological details nglowith
providing data aggregation points at cluster hedd@®D [8],
LEACH [9], PEGASIS [10], TEEN & APTEEN [11] and
VGA [12] are few schemes representing this categrythe
absence of unique node identifiers, forming clestarWSNs
is however not simple and many factors unique td\Witake
it very complex task to accomplish. Sensor noddésjSare
highly vulnerable to failures due to energy draihysical
damage, environmental conditions,
malfunction etc.
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node to sink.

Rest of the paper is organized as follows. Section
describes the virtual grid construction strategyngl with the
path setup algorithm and handling of node failuBesction 111
gives method to handle the movement of event and. si
Section IV describes detailed performance evaloatad
proposed scheme duly supported by
experimentation. Finally, section V concludes thuky

Il. PROPOSEDGRID BASED DATA DISSEMINATION APPROACH

A.Grid Construction

The immediate objectives of our proposed approaeha
organize randomly deployed SNs in a sensor filédl dfusters
of suitable size by forming a virtual grid over iemtsensor
field; to exploit dual radio mode of a SN to deckgiee of the
cell of a grid; and to handle the movement and iplidity of
sink(s) and event(s) for uninterrupted data dejivefhe
scheme is shown to handle sink and event mobifftgiently
by partial path modifications and sharing. We hdisguss the
grid construction and path setup procedure with bk of

hardware/softwafi@wchart and pseudocode respectively.

As shown in Fig. 1(flowchart) and Fig. 2, given dsn
coordinates (%, y) and the size of a square sized cell of grid,
sink calculates coordinates of four adjoining crogsoints
(CPs) of grid. As elaborated in [13], size of a élset such
that its diagonatl = Ry - R i.e side of a cellk = (Ry - F\’L)/\/Z,
whereRy is high power radio range of a node dRdis low

simulation
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power radio range of a node. Singds taken much smaller
than Ry, sink can transmit a signal in single hop up ty ah
crossing points (CPs) of grid. However, in pradt®eenario,
there may not be a SN located exactly at the mattieatly

enables nodes to know the direction of the sink wéspect to

its own coordinates. Thus, SNs in a cell select @kh

minimum geographical distance to sink as theirtelusead.
After initial path set up, query is issued by theksfor

calculated CP (xy;). Therefore, a node nearest to CP is founcequired data item which flows DN to DN till it relzes a

and is designated as dissemination node (DN). Ne&fd to
calculated CP is found using geographic greedy doding

method [14]. Here, sink forwards grid formation segge with
coordinates of respective CPs in each of four toas.

Finally, grid formation message stops at a node ftha least
distance to CP among all its neighbors. Howevedistance
D, of this node from CP is less than or equal to bélfow

power radio range (i.eD <= R/2), it is finalized as DN,
otherwise node simply drops the message. This tiondielps
in terminating the grid formation process at thearies of
sensor field by estimating that if nearest nodengre than
R/ /2 distant from new calculated CP than CP lies oset$ite
actual nodes deployment area.

A cell of a grid is treated as one cluster with @hédts four
corner DNs selected as cluster head. Each SN ifusiec
communicates directly in single hop with its cludtead. The
selection of cluster head among its corner DNsaigeH on the
direction of the sink who initiated the grid forriwat process.

SN in a cell receives grid formation message frorarg
surrounding DN during geographic greedy forwardingcess
of grid construction. This message includes thedioates of
the new CP, coordinates of sink, as well as serldis
coordinates. This enables nodes to know the dieatil the
sink with respect to its own coordinates. Thus, $Na cell
select DN with minimum geographical distance tksin their
cluster head.

B.Path Setup

Immediately after grid formation, SNs which havesevin
their sensing range send path set up mesbagg, to their
cluster head DN called especially as Source Digsion
Node (SDN). If event is not yet present, no patlusdakes
place and this also prevents sink from unnecegsesuing
gueries. Once event appears, SNs detecting it gatidsetup
messagésepto corresponding SDN as above. SDN forward
Msewp to its upstream DN i.e, DN towards sink. Note takt
DNs gather information about upstream neighborrgugrid
formation process (i.e. out of its entire one hdysDit selects
the one which is nearest to sink). Upstream DN fdseards
it to its upstream DN and so on tlseqpreaches at sink. This
sets up path for query and data flow between scamdesink.

A cell of a grid is treated as one cluster with @hédts four
corner DNs selected as cluster head. Each SN ilusiec
communicates directly in single hop with its cludtead. The
selection of cluster head among its corner DNsaigeH on the
direction of the sink who initiated the grid forrimat process.
SN in a cell receives grid formation message fromnre
surrounding DN during geographic greedy forwardingcess
of grid construction.

SDN. On receiving query message regarding cerige bf

data from SDN, each SN in the vicinity of the evesmses the
desired parameter and sends individual readingsteluster

head i.e. SDN. SDN aggregates readings to infarahctata
item and forwards it towards sink.

I1l.  HANDLING MOVEMENT

A.Handling Event Movement

When event location changes within a cell, the afiginge
that occurs is in the nodes that sense evenbiedime nodes
event may go out of range and for few others it mamye in
their sensing range. Nodes having event in theisiag range
become active (i.e. they wake up) and all otheresogmain
in sleep mode. While SDN is to fetch data from sensodes,
it broadcasts message in the cell for which it @uster head
and all active nodes respond to it by sensing #wuired
parameter and transmitting it back to SDN. Theefa@vent
movement within cell is automatically handled. Wharent
crosses boundary of a cell and comes in the senairge of a
nodes in new cell, they become active and a pathpse
procedure is initiated.

Active nodes immediately transmit path setup messag
Msetp to their CHN which now becomes new SDN for the
event in this cell. Mgy, includes current values of all
programmed parameters about the event. These parame
help DNs of new path (which may be the old SDN) and
existing path to decide whether event is new or elént
moved to new cell. If event moves to a cell whose of
corner nodes is old SDN or other DN on existinghpatd no
other corner node is on data/query path, thenuséd as new
SDN.

Movement of event within a cell and to adjoininglsés
effectively handled simply by checking the cornedes of
gew cell. Any corner node already acting as SDNsa DN
on existing path is immediately appointed as SDN rfew
cell. Rest of the path to sink remains same a®lthexisting
path. If none of the corner nodes of new cell iSNS® DN on
existing path, then as discussed previously theesibDN to
sink is appointed as new SDN and path setting tdsvaink
follows until either sink is reached or existing thpais
intersected i.e. in case a corner node is foursketim sink and
is already an active DN on existing path, then ofghe path
to sink remains same as in existing path and petipstops.

B.Handling Sink Movement

First sink initiates grid construction by taking toordinates
as first CP and accordingly other CPs of grid aleudated. In
case of sink movement, a DN closest to its inffiRl is elected
as Immediate Dissemination Node (IDN). IDN takegrothe

This message includes the coordinates of the new GRsponsibility of receiving query from sink and coomicating

coordinates of sink, as well as sender DN’s coatdis. This

data to it. While sink moves in any of four cell®and CP,
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IDN can communicate with it in single hop and henoeextra
path maintenance is required. However, out of thesecells
some cell or cells may have their corner node alesdacting
as intermediate DN(s)) on existing path. In suctase, DN
closest to SDN is selected as new IDN for that sindt link to
old upstream node towards old IDN is removed. dsecsink
moves to a cell none of whose corners DNs fallexisting
path, a corner DN of that cell which is geographyjcelosest
to old IDN is selected as new IDN.

Once selected as new IDN, a further check is madseé
whether this new IDN has only old IDN at one hogtaice or
does it also have any other DN on existing patiuiting old
FDN at one hop distance (FDN is the first DN onadgiery
path after IDN towards SDN). New IDN learns thisgmdor
node information from sink as sink retains coort#geof its
previous IDN and previous FDN. If old IDN is thalp node
at one hop distance apart from new IDN, old IDNniade as
FDN for new IDN and path completed. In case new |bd¢
old IDN as well as some other DN on existing pattay be
old FDN) at one hop distance, it makes this DNi@&DN and
thus modifies path at this DN by changing upstrgainter to
point to new IDN and thus completes patBomplete
procedure for handling event movement and sink meve
along with example is illustrated in our previowppr [13].

C.Handling DN Failure and Grid Lifetime

DN failures are handled by creating Alternate Disisation
Zone (ADZ) around a DN as shown in Fig. 2. To foAdZ

message when traverses from DN to DN providescseri

knowledge for them regarding the time span durirtgciv
present grid is valid and which is kept alive faffiently

long period so that multiple sinks can share ihaitt the need
for new grid construction.

IV. PERFORMANCEEVALUATION

In this section, we evaluate the performance ofppsed
GBDD approach. We first define simulation paranstend
performance metrics. We then see the effect obuarfactors
like number of sinks, number of sources and sinkenment
on the performance of GDDD and compare it with TTDD

A. Simulation Parameters

We consider a flat and square sized two dimensise$or
field of size 2000x2000Mmin which 200 SNs are randomly
generated and deployed. All nodes are homogenaulisach
one has onboard dual mode radio i.e. high poweioradd
low power radio. Power parameters for high poweliaare
kept same as used in TTDD. This is done to complaee
performance of proposed scheme with TTDD which ardgs
one type of radio, called high power radio herecaxdingly,
values of SN’'s power parameters in high power madeset
as: transmitting power=0.66W, receiving power=0\898nd
idling power=0.035W. However, apart from high powadio,
proposed GBDD uses additional low power radio onthoa
Power consumption for transmitting per bit by lowwer

around a DN, DN broadcasts a dummy message using I62dio is much less than high power radio. For examp
power radio within a region of radiug /R from it. Each node 802.11g consumes 112 nJ/bit as opposed to 979t ridfbi
in this region broadcasts a tuple comprising itsnowhigher power 802.15.4. This implies that low powadio

coordinates (id) and residue energy using low poragiio.
Hence, each node in zone hears a small tuple frary ether
node in ADZ. Accordingly, each node in ADZ includiibN
creates an indexed list of node-ids in descendirdgroof
residue energy. Each time an alternate DN is tedbected, it
selects a node from indexed list in sequence fapn.e. node
with highest residue energy. Proposed grid constnuc
mechanism is such that irrespective of the locationew DN
in ADZ, it always will remain in one hop transmissirange
from all its neighboring DNs and thus listens toeith
transmissions without any change.

Point to be noted here is that the ADZ once formeadain
static and do not change with the selection ofradtee DN. If

802.11g consumes approximately 10 times less eniay
high power radio 802.15.4 [15]. For simplicity ofadysis, we
take this approximation to scale down power congionpy
high power radio by a factor of 10 to set powerapagters for
low power radio onboard on each SN. Accordinglyweo
parameters for low power radio are set as: tratisigit
power=0.066W, receiving power=0.0395W and idling
power=0.0035W.Node is assumed capable to trangmiiou
100m Ry) while in high power radio mode and upto 25rn)(
in low power radio mode. Therefore, according tadgr
construction mechanism in GBDD, the diagonal ofgaase
sized cell is set to 75m. SN changes its transomsgower
accordingly while switching between high power aloav

new DN is made center of zone by forming new ADZzPower radio mode.

symmetry of grid/DNs will be disturbed and situationay
arise where adjoining zones drifts away from eatterosuch
that their DNs are not able to communicate direitlgingle
hop. Also, new DN already posses indexed list afasoin
ADZ as above and it simply deletes the entry of Dixe from
which it has taken over.

Links between nodes are considered bidirectional an
symmetric i.e. if node A can hear from node B, thede B is
also expected to hear from node A. All nodes haamnes
transmission range(s) and there is a link betwaennodes if
the distance between them is less or equal to figler radio
rangeRy. This attributes to the fact that low power radio

GBDD scheme assumes that sink knows in advance tWeed only for network management activities likarfation of

approximate period of observation, which apart frother
factors hugely depends on the nature of event tmdratored.
Since it is sink that triggers grid constructioherefore grid
setup message includes grid lifetime value in itidGetup

zone ADZ, receiving and maintaining tuples compgsi
information about residue energy in nodes within ZABtc,
whereas it is high power radio which is responsifde
communicating queries and data among nodes. Eaely qu
packet used is 36 bytes and each data packet Hagdé!
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Each node knows its geographical coordinates ulsing
cost, low-power GPS or other localization algorishnfror
simulation purpose coordinates (x,y) within the csfed

D. Effect of Number of Sources and Sinks on Delay

Similar to computation of overall energy consumedttie
network for all simulation runs calculated previgusiverage

boundaries of sensor field are randomly generated apacket delay is also computed. Fig. 5(a) showsrtipact of

assigned to nodes during deployment. Each simulatio

varying number of sources and sinks on averagegpaeiay

lasts for 200 seconds. Table | summarizes simulatiavhen GBDD is used and Fig. 5(b) shows average palekay

parameters.

B. Performance Metrics

when TTDD is used. For comparison, energy consumgti
both cases is plotted in a single bar graph asFjger 5(c).
Results show that GBDD incurs smaller average pasday

Following two performance metrics are used to @@U 55 compared to TTDD. This attributes to the faet timlike

performance of proposed grid construction and datgrpp

dissemination scheme.

Overall energy consumptias the first performance metric
used and is the energy consumed by all nodes nsrtrigting
and receiving queries and data. This includes gnewgsumed
by DNs on data/query path from SDN to IDN for atjgaitar
sink plus energy consumed by active nodes in sgnaird
transmitting readings to SDN added across all sikce
pairs. Like TTDD, energy consumed by nodes whilédie
state is not however included as it does not refeswergy
consumed in data packets retrieval.

Average packet delaig another metric used and is defined

as the average time between the moments a SDNrtitans
packet and the moment a sink receives the packetaged
across all source—sink pairs. Actually this menépresents
average packet delay for packets emanating fromaclive
nodes towards destined sink or sinks in responsecioery or
gueries from that sink.

C. Effect of Number of Sources and Sinks on Overall

Energy Savings

Fig. 4(a) and Fig. 4(b) shows overall energy corsion
when GBDD and TTDD are
comparison, Fig. 4(c) combines both of these resultthe
form of bar graph. Initially only one event (thefemly one
SDN corresponding to that event) is generated msaefield
and number of sinks interested in data about tkehteare
incrementally varied from 1 to 8 in steps of 2. Wiach
different number of sinks, the set up is run fortiren
simulation period and overall energy consumed kynttwork
is computed. Simulation is then repeated in simit@mnner
each time with different number of sources variexuif 1 to 8
in steps of 2 and overall energy is computed aftsh run.
Sinks and events are allowed to move randomly wath
maximum speed of 10 m/s. These all simulation rars

repeated for both proposed GBDD and TTDD. Energy

consumptions in both schemes are shown in sepgrragpdis to
avoid cluttering.

In each approach, overall energy consumption byaordt
increases as number of sinks increase for a givenbar of
sources. Also, as evident from these graphs, dverargy
consumption further increases with increasing numobg
sources. When averaged across all source-sink paieach
approach, GBDD shows up to 43% overall energy spvas
compared to TTDD.

respectively used. For

in GBDD wherever possible a data packet foflo
diagonal path right from SDN towards sink if sink'gsition is
quite away from it and not in straight line withk itell side.

If event is in straight or approximate straightelimvith
SDN'’s cell side, then path is eventually shorteathp(not
diagonal) as communication between adjacent DM#ést in
single hop.

GBDD shows 30% improvement in average delay congpute

across all source-sink pairs for a data packetesxh from
SDN to sink.

TABLE |
SIMULATION PARAMETERS

Paramete Value
Size of sensor field 2000 x 20007
Total number of SNs 200
High power radio transmission range 100m
Low power radio transmission range 25m

. ) . 75m
Diagonal of square sized cell of grid) ( (a=75h2m)
Transmitting power of primary radio of a node

; 0.66N
(high power mode)

Rgcelvmg power of primary radio of a node 0.395V

(high power mode

Idling power of primary radio of a node (high 0.035V

power mode)

Transmitting power of secondary radio of a 0.068V

node (low power mod

Receiving power of secondary radio of a node 0.0395V

(low power mode)

Idling power of secondary radio of a node (low 0.0035V

power mode

MAC protocol 802.11

Query message size 36 bytes

Data packet size 64 bytes
200seconds

Simulation period

E. Effect of Sink Speed on Overall Energy Consumed

In many situations sinks are either in direct cointf WSN
user or if not in direct control can be accessedetycated,
whereas, appearance and disappearance of events
unpredictable in sensor field. For example, nodiéls soldiers
acting as sinks can be placed or moved strategiatitertain
locations in battlefield to collect useful data abenemy tanks
entering in it. Therefore, we study the impactsotk speed
keeping events’ behaviour same as in earlier sitous (i.e.
maximum speed 10m/s).

are
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Sink speed is varied from 1 to 20m/s. Also, in most Simulation results reveal that GBDD gives significa
scenarios, numbers of sinks are always relativelgller than improvements in overall energy savings comparednoD.
SDNSs. Also, for slow sink movements GBDD gives smaller

Hence, we keep numbers of sinks 2 and numbers dfsSDaverage packet delay than TTDD. However, for higsiak
as 8. Fig. 6(a) shows overall energy consumed wvaitying speeds slightly more packet delay is introduce@BDD than
sink speed. For low sink speed GBDD consumes leeggg in TTDD.
as compared to TTDD, but when the speed is verp, hig
GBDD however consumes more energy.

This is due to the reason that as sink moves ifastpsses
boundary of a cell more frequently. Since the sikza cell in
GBDD is much smaller than cell used in TTDD, celsnged
per unit time in GBDD are more. Hence, more numbker
times sink has to find new IDN which further ress\either to
link with old IDN or some other DN on path closerit.

F. Effect of Sink Speed on Overall Average PacleéyD

With the same setup as given in previous sectivarage
packet delays are also computed for varying sirdedp. Fig.
6(b) shows the results when setup is run both BDG and
TTDD separately. In case of lower sink speeds,amepacket
delay for GBDD is smaller than in TTDD which is agaue
to the same reason (i.e. shorter path shorter patigiven in
previous section. However, at higher speeds dgenadler cell
size in GBDD, sink crosses boundary of a cell amgrs into
new adjoining cell more frequently than in TTDD.

It takes time to appoint new IDN for sink and td path
from this new IDN to SDN(s) from where it requirata. Path
can be set by reconnecting to existing (old) patmfnew
IDN and by sharing it or by setting new path (iashg is not
possible). This introduces delay due to path setimp and
even at existing IDN packet has to wait befors tiélivered to
sink through new IDN. Hence, as sink moves moreoarly,
GBDD starts introducing slightly higher delays imcget
delivery to sink and hence more average packeydela

V. CONCLUSIONS

Tedious and energy consuming process of handling
movement of event and sink is simplified and maderem
energy efficient by using a virtual grid across senfield.
GBDD exploits location awareness and virtual gtidcture to
designate certain nodes as dissemination nodes fewyof
which need to be active to provide an optimal gatween a
source-sink pair. Movement of event or sink to reeation
does not necessarily warrant path setup every timseead, for
most of the time either movement is free from path
modification or partial modification is required darvery
infrequently new path setup is required.

In GBDD, first sink appearing in the sensor fieliygers
grid construction with sufficiently large lifetimand once
constructed is utilized by all other sinks appegudaring valid
period of that grid. Sink constructs new grid omen no
valid grid is present. Unlike TTDD, new events agigg in
the sensor field do not trigger grid constructioather it
utilizes existing grid.

Movement and multiplicity of sinks and events iantly
managed through local message passing and pathghar
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Utilizes existing gird
Yes for sending query and
fetching data

Set initial CP = (x,y)
i.e. geographical coordinates of sink m
v

Calculate four adjoining CPs (x;,y;)to
initial CP as:
Xi=X+i.candy,=y+j.a
where a is cell size

Valid grid
present?

Y

1
|
A 4

Send grid formation message towards
leach CP except the one whose
corresponding DN sent grid formation
message

v
for each such CP
- <(X..y.) >
2
Use Geographic Greedy
Forwarding to find a node

closest among all neighbors to
CP(xi.vi)

Drop grid formation

Yes message and do nothing
i.e. damp grid formation at
this side of sensor field

Isdistance (D)
from this node to
(xiyi) >R/27?

Designate this node as the
Dissemination Node (DN)
corresponding to CP(x;,y:)

<
<

[ g

Grid construction
process terminates

___< ForeachrTes/chN >

Fig. 1 Grid Construction Flowchart
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O

Fig. 2 Setting Query and Data Flow Path

5.

Algorithm

Until (Event is not Detected)

i.  SNsremain passive but awakened to observe appearance of an
event

ii. No path setup is initiated
// Unnecessary path setup avoided

for (each SN having event in its sensing range)
//Event appears

i. Activate itself to sense the event
ii. Send Mier, (a path setup message) to its cluster head called SDN
if (this is not the first M., message received at SDN from any of nodes
from current cell and a path between SDN-sink pair already exists)
i. Send acknowledgement message conveying existence of path and
do nothing
// Path has already been set

else repeat {

i.  Using high power radio, DN (SDN in first step) broadcasts Mieup
message comprising GPS coordinates of its upstream DN towards
sink (about which it has learned during virtual grid formation) and
also its own coordinates.

ii. Neighboring DN having coordinates as in M, only receives this
message and others ignore it.

iii. Upstream DN sets pointer towards downstream DN by
memorizing its coordinates also found in Msex. }
until (sink is discovered)

Send acknowledgement of path setup from sink to SDN following
downstream pointers at each DN including sink.

Fig. 3 Setting query/data path between event and sink

SN having event
o < out of sensing
range

SN having event

® Nin sensing range

= P Dataitem

=% Query

* Event
== Sensed
individual
readings

------------ Event sensing
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