International Journal of Information, Control and Computer Sciences

ISSN:
Vol:6,

2517-9942
No:4, 2012

Efficient Sensors Selection Algorithm in
Cyber Physical System

Ma-Wubin,Den¢-Su,Huan Hongbin,Che-Jian,W-Yahun,L-zhuc

Abstract—Cyber physical system (CPS) for target tracking,

military surveillance, human health monitoring, aredhicle detection
all require maximizing the utility and saving theeegy. Sensor
selection is one of the most important parts of CR&hsor selection
problem (SSP) is concentrating to balance the tfideetween the
number of sensors which we used and the utilityctviwe will get.
In this paper, we propose a performance constrastidd windows
(PCSW) based algorithm for SSP in CPS. we presestlts of
extensive simulations that we have carried ouesd and validate the
PCSW algorithms when we track a target, Experinsboivs that the
PCSW based algorithm improved the performance dictu
selecting time and communication times for selectin
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|. INTRODUCTION

PS has been used for many fields such as military
and vehicle

surveillance, human health monitoring,
detection. The National Science Foundation (NSFihdd the
CPS as “the tight conjoining of and coordinationween
computational and physical resources" [2]. In mafiyhese
applications in CPS, the CPS units, including tbessrs and
actuators, first observe the physical space or @nenon of
interest and report data to the fusion center, greness these
data and change the physical space through theegoesce
of process.

In CPS, there may be several CPS units that shbeld
selected for the user to control. Apparently, thsrex cost
associated with using some CPS units by users.alf be
desired that the economy for using a set of CP$s uor
getting the prospective purpose with the
possible.However, the lowest cost CPS unit seleatiay be
very hard because of three reasons:

1: The process of selection is dynamic. In mosecage
need the CPS units should connect or leave therayst any
time.

2: The selection of the CPS units should meet tieat
request. The selection time should be short as magh
possible.
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Fig. 1 The framework of CPS

Although it is well-known that the cost minimizatioof
CPS depends on the selection of CPS units, there baen
relatively few contributions to the optimal expeemal design

for CPS on the condition of distributed computingda

diversity of units. This paper focus on the sensdrthe CPS
unit, discusses the selection cost minimizatiorblgnm in the
condition of distributed sensors network in CPSesusn
efficient selection algorithm to solve it. The pafgeorganized
as follows: In Section 1 we introduce the sensdecsion

problem in CPS and related work of this problemSéttion 2
we formulate the sensor selection problem. Se@ipnesents
our PCSW based algorithm. Section 4 brings expatiate
results that compare the cost function and comnatioic time
of both our algorithms and some algorithms propasef®].
Finally, Section IV provides concluding
discussions of future directions of research.

Il. RELATED WORK

CPS consists of a large number of sensors andtardubat
have the capability to change and take various oreagents

selection.
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WSN is to observe physical systems, where the senso

networks together with the physical processes ansidered
as part of CPS[1]. Sensors which are scatteredhdraufield

to sense the environment and send the informatiak bave
different ability and should be selected to usem&aworks
have been down for the sensor selection problenowerage
schemes, target tracking and localization schemegeneral
sensor selection problem is formulated [2] it @ved by

relaxing to a convex programming problem. A mutigu
studies along this line try to obtain a performatees| with

the lowest cost for target localization[3,11]. [dévelops an
analytical model for probabilistic area coverageéeims of the
target detection probability. [5, 6] focuses oreatcal issue of

remarks and
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active information fusion, their goal is selectiagsubset of
sensors which are most decision relevant and dtesttiee,
[7] proposes a method to select sensors with wusted
relevant information by fusing data from a multieuaf
heterogeneous, distinct, but possibly unreliablaraievant
sensors. [8] proposes prediction-based sleep sthgdu
method sensor selection problem for target trackingduces
the number of computing sensors as well as thdaiveaby
precisely predicting the target movement basedipnenkatics
and probability, Sensor selection also has beediestuin
sensor network management[9], hypothesis testiregsansor
network[10], and discrete-event systems[11l]. Thesee
selection problem formulation we use in this papan be
found in [1], [1] has important contribution for BSn CPS,
for the first time it presents the SSP in CPS tue target
detection, and proposes the elimination-based coopémal
method, uses the Fisher information matrix (FIM) the
unifying framework for SSP.

However, all of them ignore efficiency of sensoleston
problem caused by dynamic target tracking. Thelecsion
algorithm is not suitable for the sensors whichehdifferent
ability such as in radar target tracking. We bdligliat the
ideas behind our algorithm will be more efficientr sensor
selection in tracking dynamic target.

I1l. FORMULATION OF SENSORSELECTION
We consider a linear system with m linear measungésne
Xy = A%+ W, kK=1,..., 1

1
y, =g x+v,i=1..m @

Where XOR' is a vector of parameters
andx={x,,, %}, %X ~N(0,X),v,...,V,are independent
and v,.~N (O,Uiz) We assume that

-
Y =[yk,l, Vi 211 yk'm} » Yy mindicates what the sensors

estimate in time k. where we also assume #aand aiT is

detectable,
From [12], the maximum-likelihood estimate of x :

0 m 1y
><=(Za6f) D ya )
i=1 i=1
Then the covariance of the estimation erxor ?( is:
m -1
Z=02(Zaafj ®)
i=1

The sensor selection problem is based on D-optiynali
which can be described as follows:

J

Subject tol" r =k , r D{O,]} i=1..m

m

Maximize log de(z raa’

i=1

There are other optimality criteria available, suah E-
optimality criterion, A-optimality criterion et alThe D-
optimality is more commonly used by SSP becauseadbelt
of the D-optimality is not affected by linear trémsns
compared with other criterion and it is differebte Our
performance function for PCSW algorithm is alsodabsn the
D-optimality.

I indicates thath sensor which is selected or unselected by
assigning value with 0 or 1, in order to more fattua
normalized sampling rat¢), [k] is assigned to indicate the

possibility of selected. That is,

p[KO[0.9.> p[K=1

Then the SSP can be described as follows:

m
Maximize log de(z plaqu (4)
i=1
Subjecttol’ p=1,p= 0
Much work has been done on this problem[2], [2]jabt
is a NP hard problem, most of research tried twesdhe
problem with heuristic method or relaxations of gensing

model.

IV. EFFICIENT SENSORSELECTION ALGORITHM

We will introduce two important definitions whichieathe
foundation of the algorithm. We define the perfonoa
constrained windows andl -strategy as follows:

Definel: Performance Constrained Slide Windows
(PCSW), it is indicated with three tupldd,P(L),t),L
means the length of the windows, it indicates thenlper of
the sensors which have been selected in SSPPaigl the
function aboutL , it denotes the performance of selected
sensorst, UT indicates the time of windows. Time has been

separated to discrete time segment in S'Elif,{ti, t, ,tk} .
Let the performance function, according to (3) &d

m
f(s) =—Iogde{2 aai‘zf?f}
i=1

We also define the update strategy for PCSW based
algorithm:

Define2: A -Strategy For the discrete stages in sensor
selection problem, we selectn new sensors and discard
some sensors from stage i to stage j in the camddf enough
tracking performanced is a rate parameter which indicates
the update degree between the stages.

®)
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speed of 1.5m/s, the target will come back whearrive the
bound of area. We also assume that there is a &imk
communicate with each sensor in network. The sitiura
stops when the target comes back to starting pl&eedivided
the whole simulation to some stages by followinigmu

When the selected sensors set was changed, staiggech

Obvious the stage have characters as follows:

a) Stages might have different time interval anergstage
has its’ own selected sensors set;

b) Neighbor stages have different selected serssbrs

For each stage in the simulation, we record theevalf
selected number. the entries of matrix A are drawn

Fig. 2 Update from Stage i to Stage jby-strategy A =0.5

Based on the form of SSP formulation, we will prepa
sensor selection algorithm for target tracking gadameter
estimation. It divides sensors to two states: sielestate and
tracking state.

The pseudocode of the PCSW based algorithm

Algorithm 1.1 PCSW based algorithm:

Input: PCSW constrain condition; Target’ movingtvnerk distribution;/l -
strategy
Output: The selected sensors sequefle for the target;
1: On sensor computing:
For each round t=1,2,3,...do
For each sensor
Receive parameter time slot of stage and othelosamsples from sink;
Wait for a small random time, then send sensor &informationto sink;
End For
End For
2: On sink computing:
For each sensor in radio range:
compute f (S) ;
put T () inDesw,
End For
Sort(DCSW) by ascending ;
For each stage
If(target moving)
Update DCSW bﬂ -strategy;
Send the information to the proper sensor;
End for

Exit the state selecting

V. EXPERIMENT

We use the OMNeT++4.1[13] simulator for the simiglat
of the SSP. 15 nodes and 1 target were uniformorand
distribution in an area of 500m and 500m. The ndde® the
same radio range and they are initialed fixed & dhea, the
signal noise ratio (SNR) of each sensor is 15db, tdrget
appears in the area at a random corner. It chdbeadirection
to center and moves in a straight line along thection, at a

independently fromN(0,1) [7],the sensors with size of
observation vectors m= 4.
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Fig. 3The topology of 15 sensors and 1 target for expaninta) It
is initialized location of the sensors and targethis experiment. (b)
It indicates that the target begin to move, thessdi] with green
light means that it has been selected and woutdt tiee target.(c)
When target moves to the place in the picturesémesor[6] and
sensor[4] has been selected with PCSW based &igofir
tracking .(d) When the target move to some coiih@rould change

the direction and come back to original place

After the experiment, we record the subset of setkc
sensors of each stage. We split off the whole E®oaf
experiment to 14 stages according to the changeeletcted
sensors. Then each stage has a subset of selettsars In
the Table 1, the subset (1,2) indicates that sfhsand
sensor[2] have been selected.

TABLE |
SUBSET OF SELECTED SENSORS OF EACH STAGE
Stage of target The subset of Stage of targel The subset of

moving selected moving selected
sensors sensors

1 1) 8 (10,4)

2 3,7) 9 (10,4.6)

3 (3,6 10 (4,6)

4 (6,0) 11 (6)
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5 (4.,0) 12 (3.6)
6 (4,10) 13 (3)
7 (10) 14 (1)

The number of selected sensors in each stage wsnshmo

Fig. 4.
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Fig. 4 Number of selected sensors in whole experimé)Number

of selected sensors in coming stage,(b) Numbeeletted sensors in i3]

back coming stage

Next, we compare performance function which defined 4
(4) for PCSW based, entropy based and hypothesiedba[]

method. The performance function we defined iseisg
proportion with Mean Squire Error (MSE). From thigute 5,
there is not very apparently difference among thésee
algorithms.

hypothesis based
entropy based
PCSW based

1.70 4

1.65 4

1.60 -

performence funtion

1.55 4

1.50 4

stage

Fig. 5 performance function

However, Figure 6 shows that sensors total workimg in

PCSW based algorithm is less than other two in the

experiment. Sensors total working time is calculaby the
sum of all sensors’ tracking time and communicatiare for
target.

ypothesis based
ntropy based

CSW based

500

sensors' total working time (s)

400 T

Fig. 6 sensors’ total working time

VI. CONCLUSION, DISCUSSION AND FUTURE WORK

We have shown in this paper that the sensor sefecti
problem underlying the now very popular Cyber Pbgki
System can essentially solved efficiently by PCSWsdn
algorithm. We formulate the problem and performance
function, propose an efficient algorithm. Experirmeows
that it has less communication times with the gotae of
performance. Because the CPS includes not onlyosgnisut
also some actuators, our immediate future workomg@ to
research the actuators’ selection method in CPt&r &iat, we
want to implement the CPS to our real life with geection
of sensors and actuators.
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