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Abstract—Color Image quantization (CQ) is an important 

problem in computer graphics, image and processing. The aim of 
quantization is to reduce colors in an image with minimum distortion. 
Clustering is a widely used technique for color quantization; all 
colors in an image are grouped to small clusters. In this paper, we 
proposed a new hybrid approach for color quantization using firefly 
algorithm (FA) and K-means algorithm. Firefly algorithm is a swarm-
based algorithm that can be used for solving optimization problems. 
The proposed method can overcome the drawbacks of both 
algorithms such as the local optima converge problem in K-means 
and the early converge of firefly algorithm. Experiments on three 
commonly used images and the comparison results shows that the 
proposed algorithm surpasses both the base-line technique k-means 
clustering and original firefly algorithm. 
 

Keywords—Clustering, Color quantization, Firefly algorithm, K-
means. 

I. INTRODUCTION 
OLOR image quantization or color quantization (CQ) is 
an image processing technique for reduction the number 

of colors in image, useful in the limitations of image display, 
data storage and transmission [1]. There are two types of color 
quantization algorithms [2]; first is the splitting algorithm such 
as: median-cut [3], center-cut [4], oc-tree [5], and the second 
is clustering algorithms.  Color quantization by clustering can 
be done by grouping color points into small clusters and then 
finding a representative for each cluster. This clustering-based 
quantization problem is an optimization problem because it 
wants to minimize the error of quantization by minimizes the 
sum of distance between the center of each cluster and its 
members. The maximum inter-cluster distance is minimized to 
find the global solution of quantization image in [6]. The most 
popular clustering method, K-means algorithm is used in color 
quantization [7] and [8].  

Many optimization algorithms such as swarm intelligence 
algorithms or nature-inspired optimization algorithms are 
applied for performing color quantization such as; Particle 
Swarm Optimization (PSO) [9], a modified artificial fish 
swarm algorithm [10], Bacteria Foraging Optimization [11], 
Honey Bee Optimization [12] A hybrid approach of a hybrid  
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of fuzzy c-means (FCM), particle swarm optimization (PSO), 
and genetic algorithms (GA) is proposed for color 
quantization [13]. 

One of famous bio-inspired optimization algorithm that will 
be used mainly in this paper is the Firefly algorithm (FA) 
introduced by Xin She Yang [14]. This algorithm based on the 
flash producing behavior of fireflies.   Yang used the FA for 
nonlinear design problems [15] and multimodal optimization 
problems [16] and showed the efficiency of the FA for finding 
global optima. 

In this study, the Firefly Algorithm (FA) is applied together 
with K-means algorithm to cluster colors in images for color 
quantization. To study the performance of the our method, we 
used 3 difference images from The USC-SIPI Image Database 
[17] and evaluate results by calculating the Mean Square Error 
(MSE) and Peak Signal-to-Noise Ratio (PSNR). 

The paper is organized as follows. Section 2 briefly 
describes a firefly algorithm. Section 3 presents a detail of 
proposed method, FA+K. The experimental results are showed 
in Section 4. Finally, Section 5 is a conclusion of this study. 

II.  FIREFLY ALGORITHM 
A Firefly Algorithm (FA) is an optimization algorithm that 

simulates the flash pattern and characteristics of fireflies. It 
first proposed by Yang [14], [15], and [16]. The Firefly 
Algorithm is a population-based algorithm to find the global 
optima of objective functions based on swarm intelligence. 
Each firefly is attracted by the brighter glow of other 
neighboring fireflies. When a couple of fireflies are father 
away, the attractiveness is decreasing.  

In Firefly algorithm, there are three idealized rules defined 
by Yang [14]: 1) All fireflies are unisex so that one firefly will 
be attracted to other fireflies regardless of their sex; 2) 
Attractiveness is proportional to their brightness. Thus, for any 
two fireflies, the less bright one will move towards the 
brighter one. If there is no brighter one than a particular 
firefly, it will move randomly; 3) the brightness of a firefly is 
from the objective function. For a maximization problem, the 
brightness can simply be proportional to the value of the 
objective function. The pseudo code of Firefly algorithm [14] 
is shown in Fig. 1. 

The attractiveness function β calculate from the distance ݎ௜,௝ 
of the firefly is determined by: 

௜,௝൯ݎ൫ߚ ൌ ଴݁ିఊ௥೔,ೕ௥మߚ
                              (1) 

where, ߚ଴ is the attractiveness and ߛ is the light 
absorbtioncoefficient at the source. It should be noted that the 
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 ݅ ௜,௝which is the euclidence distance between any two firefliesݎ
and ݆ at ݔ௜and ݔ௝, where ݔ௜ and ݔ௝ are the spatial coordinate of 
the fireflies ݅ and ݆, respectively. 

The movement of a firefly ݅, which is attracted to another 
more attractive firefly ݆ is determined by: 

௜ݔ
௧ାଵ ൌ ௜ݔ

௧ ൅ ଴݁ିఊ௥೔,ೕߚ
మ൫ݔ௜

௧ െ ௝ݔ
௧൯ ൅ ߙ ቀ݀݊ܽݎ െ ଵ

ଶ
ቁ        (2) 

where ݔ௜
௧ is the firefly i at the iteration t, ߙ is the 

randomization parameter. 

 
Fig. 1 The pseudo code of Firefly Algorithm (FA) 

III. PROPOSED ALGORITHM 

A. Clustering Based Color Quantization 
Data Clustering is a kind of unsupervised learning. The aim 

of clustering is to allocate dataset into subgroups or clusters 
with homologous properties. Clustering is applied to a variety 
of problems, including data mining, text mining, image 
analysis, and pattern recognition. The k-means clustering and 
is the most popular clustering techniques because their 
simplicity of implementation and convergence speed but the 
drawback is they are sensitive to initialization that easily 
adjoined in local optima [18]. Clustering-based color 
quantization clusters the colors in images to small groups of 
color with minimum distortion. In this study we use RGB 
color space; including red channel, green channel, and blue 
channel. Every pixel in image is represented by three values; 
red level, green level, and blue level. Let I is an original 
image, represented as  

ܫ ൌ ሾ݌ଵ, ,ଶ݌ … ,  ௠ሿ                                (3)݌

wherem is the number of pixels in image I, and ݌௜ is the 
ithpixel of image, given by 

௜݌ ൌ ሾܴ௜, ,௜ܩ  ௜ሿ                                   (4)ܤ

whereܴ௜, ,௜ܩ  ௜ are the red level, green level, and blue level ofܤ
pixel ݌௜. 

To quantize image to k colors, every pixel in original image 
are clustered to k groups, and then the pixel members of each 

group are replaced by its centroid. The set of centroid result 
represented by 

ܥ ൌ ሾܿଵ, ܿଶ, … , ܿ௞ሿ                              (5) 

where ௝ܿ  is the centroid of cluster j , calculated asthe mean of 
cluster: 

௝ܿ ൌ ሾ
∑ ோ೔

ೕ೘ೕ
೔א೎ೕ

௠ೕ
,

∑ ீ೔
ೕ೘ೕ

೔א೎ೕ

௠ೕ
,

∑ ஻೔
ೕ೘ೕ

೔א೎ೕ

௠ೕ
ሿ                     (6) 

where ௝݉  is the number of members in cluster j, and 
ܴ௜

௝, ௜ܩ
௝, ௜ܤ

௝ is the red, green, and blue level of pixel ݌௜member 
of cluster ௝ܿ.  
 K-means algorithm is famous clustering algorithm; it 
divided data into k clusters. The initial centroids are random 
selected. Each data point is grouped to the nearest centroid, 
usually calculate the distance by the Euclidean distance. The 
new centroid is the mean of data in each cluster. The data 
point is re-grouped to the nearest centroid and the new 
centroids are calculated again and repeat this until 
convergence. 

Fig. 2 shows the example result of quantization by K-means 
clustering. Fig. 2 (a) is the original image and the quantized 
image in 4 colors is showed in Fig. 2 (b). Fig. 2 (c).shows the 
scatter plot of every pixel in original image in three 
dimensions, and compare with the Fig. 2 (d)  the same scatter 
plot but the color of each point are replaced by the color of its 
centroid. 

 

 
(a) (b) 

(c) (d) 

Fig. 2 The example result of clustering by K-means Algorithm (a) an 
original image (b) 4 colors quantized image (c) the scatter plot of 

original image (d) the scatter plot of quantized image 

Firefly Algorithm: FA 

Objective function ݂ሺݔሻ, ݔ ൌ  ሺݔଵ, … ,  ௗሻ்ݔ
Define the parameters  
Generate initial population of fireflies ݔ௜ ሺ݅ ൌ 1,2, … , ݊ሻ 
Calculate Light intensity ܮ௜ at ݔ௜ is determined by ݂ሺݔ௜ሻ 
Repeat: 
for݅ ൌ 1: ݊ all ݊ fireflies 
for݆ ൌ 1: ݊ all ݊ fireflies 
if (ܮ௝>ܮ௜),  
              Move firefly ݅ towards ݆ in d-dimension   
              Attractiveness varies with distance ݎ via ݁݌ݔሾെݎߛሿ 
  Evaluate new solutions and update light intensity 
if no one of firefly brighter than ܮ௜,  ௜  move randomlyܮ 
     Rank the fireflies and find the current best       
Until: Maximum iteration or minimum change of objective 
function 
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B. Hybrid Approach of Firefly Algorithm and K-Means 
We proposed 2 stages of clustering; Pre-clustering and Post-

clustering.  
In first stage, which is called pre-clustering stage, we used 

firefly algorithm for clustering the pixels in image to sub 
groups. The drawback of firefly algorithm is that the firefly 
may prematurely converge, or in the other hand it takes a long 
times to converge, depend on the problem and the setting of 
the parameters such as the attractiveness and the light 
absorption coefficient. To handle with this problem,we set 
number of iterations of firefly algorithm to a fix small number, 
maxF. We run the algorithm to find the set of centroids. The 
centroid results theoretically will be close to the correct 
solution. Each firefly ݔ௜ is the candidate colors of quantized 
image, represented as the set of centroid pixels in red, green, 
and blue channel, represented by: 

௜ݔ ൌ ൣܿଵ
௜ , ܿଶ

௜ , … , ܿ௞
௜ ൧ (7) 

where ݔ௜ is the ith firefly,i= 1,2,…n, n is the number of fireflies 
and ௝ܿ

௜  is the centroid of cluster j in firefly i, j= 1,2,…k, and k 
is the number clusters. 

The main purpose of quantization is to reduce colorsin 
image with minimum distortion. The objective function in 
firefly algorithm is the summation of the distance between 
each firefly member and its centroids, also called 
compactness, which can be formulated as below: 

ݏݏ݁݊ݐܿܽ݌݉݋ܥ ൌ ଵ
௡௣

∑ ∑ ൫݅݌ െ ൯݆ݖ
ଶ

௣೔א஼ೕ
௞
௝ୀଵ (8) 

where, ݊݌ is number of image pixels,݇ is number of cluster, ݌௜ 
is the pixel imember of cluster ܥ௝ .andݖ௝ is the center of the 
cluster ܥ௝ . 

The centroids results are adjusted by k-means clustering in 
the second stage. The drawback of k-means algorithm is it 
sensitive to initialization that easily close to local optima. To 
solve this problem, we use the initial centroids obtained from 
firefly algorithm in previous stage. Fig. 3 shows the flowchart 
of our approach. 

 

 
 

Fig. 3 Flowchart of our color quantization approach (FA+K) 

IV. EXPERIMENTS AND RESULTS 
For evaluate the advantage of our approach, we have tested 

in three popular images for image processing testing from 
USC-SIPI Image Database [17], named “Lena”, “Peppers”, 
and “Mandrill”. The images are 512x512 sized. Experiments 

are implemented using MATLAB Version 7.10 on an Intel 
CORETM i5 1.6 GHz with 3.9 GB RAM. 
 We compared our algorithm (FA+K) with the k-means 
clustering and the original firefly algorithm. The parameter 
setting show in Table I. 
Color quantization algorithms efficiency is measured by Mean 
Square Error (MSE) and Peak Signal-to-Noise Ratio (PSNR) 
[19]. MSE measures the distortion between the original image 
and its quantized image. If the MSE is small, the resulted 
image from CQ closely is similar to the original. MSE is 
computed by (9):  

ܧܵܯ ൌ ଵ
௡

∑ ൫ܫ௜ െ መ௜൯ଶ௡ܫ
௜ୀଵ      (9) 

where, ܫ௜ is the pixel iof theoriginal image, ܫመ௜ is the pixel iof 
thequantized image, and n is the number of pixels. 

 

TABLE I 
PARAMETERS SETTING 

Parameter K-means FA FA+K 
Maximum iteration 200 100 20+50 

 ଴ - 1 1ߚ
 1 1 - ߛ
 1 1 - ߙ
n - 10 10 

 
PSNR calculates by (10). The higher the number, the more 

correct the Quantization. 

ܴܲܵܰ ൌ 10 logଵ଴ ቀ ெమ

ெௌா
ቁ          (10) 

where, M is the maximum value of the original image. 
The quantization results of our hybrid approach compared 

with the original methods k-means and firefly algorithm with 
different number of quantized color k; 8, 16, 32 are shown in 
Table II, III, and IV, respectively. The original images and 
quantized images results in 8, 16, and 32 colors, are shown in 
Fig. 4, 5, and 6, respectively.  

 

 
TABLE II 

COMPARISON PSNR AND MSE FOR LENA AND PEPPERS AND MANDRILL 
IMAGES WITH K= 8 

Method 
Lena Peppers  Mandrill

PSNR MSE PSNR  MSE  PSNR MSE
K‐means  26.810  135.533  24.227  245.688  22.416  372.768 

FA 26.831 134.900 23.944  262.235  22.408 373.344
FA+K  26.886  133.195  24.307  241.198  22.425  372.029 

 

 
TABLE III 

COMPARISON PSNR AND MSE FOR LENA AND PEPPERS AND MANDRILL 
IMAGES WITH K= 16 

Method 
Lena Peppers  Mandrill

PSNR  MSE  PSNR  MSE  PSNR  MSE 
K‐means  29.578  71.659  26.695  139.205  24.907  210.076 

FA 29.583 71.586 26.366  150.154  24.905 210.198
FA+K  29.700  69.671  26.853  134.220  24.923  209.302 

 

 
 
 
 
 

Quantized Image 

Original 
Image 

Firefly Algorithm 

K-means Clustering 

Pre-Clustering

Post-Clustering
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(a) Red channel Images 

 

 

 

(b) Red channel Histogram 
 

Fig. 7 (a) the red channel quantized images of “Lena” image in 8 colors from 3 methods; K-means, Firefly algorithm and our approach(b)The 
histograms of Lena Image in red channel and the centroids of each clusters from quantization results by K-means algorithm (dot-dash lines), 

FA algorithm (dash line) and our approach FA+K (straight line) 
 

 
(a) Green channel Images 

 

 

 

 

Centroid from K-Means Centroid from Firefly Algorithm Centroid from Firefly Algorithm+ K-means 

K-means FA FA+K

0

500

1000

1500

2000

2500

3000

3500

50 100 150 200 250

K-means FA FA+K



International Journal of Information, Control and Computer Sciences

ISSN: 2517-9942

Vol:7, No:5, 2013

621

 
 
 
 

 

 

 

(b) Green channel Histogram 
 

Fig. 8 (a) the green channel quantized images of “Lena” image in 8 colors from 3 methods; K-means, Firefly algorithm and our approach(b)The 
histograms of Lena Image in red channel and the centroids of each clusters from quantization results by K-means algorithm (dot-dash lines), 

FA algorithm (dash line) and our approach FA+K (straight line) 
 

 
(a) Blue channel Images 

 

 

(b) Blue channel Histogram 
 

Fig. 9(a) the blue channel quantized images of “Lena” image in 8 colors from 3 methods; K-means, Firefly algorithm and our approach(b)The 
histograms of Lena Image in red channel and the centroids of each clusters from quantization results by K-means algorithm (dot-dash lines), 

FA algorithm (dash line) and our approach FA+K (straight line) 
 

 
V. CONCLUSION 

This paper proposes a new hybrid approach for color image 
quantization based on firefly algorithm and K-means 
clustering method. The potential centroids of the clusters from 
Firefly algorithm are adjusted by K-means algorithm. The 
combination approach of two algorithms can solve the 
problem of each other. The performance of proposed 
algorithms is measured using the mean square error (MSE) 

and the peak signal-to-noise ratio (PSNR). The experimental 
results over 3 images show that the proposed algorithm is 
efficient. The MSE is lower than both K-means clustering 
algorithm and the normal Firefly clustering algorithms. 
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