
International Journal of Information, Control and Computer Sciences

ISSN: 2517-9942

Vol:5, No:7, 2011

748

 

 

  
Abstract—Facial features are frequently used to represent local 

properties of a human face image in computer vision applications. In 
this paper, we present a fast algorithm that can extract the facial 
features online such that they can give a satisfying representation of a 
face image. It includes one step for a coarse detection of each facial 
feature by AdaBoost and another one to increase the accuracy of the 
found points by Active Shape Models (ASM) in the regions of interest. 
The resulted facial features are evaluated by matching with artificial 
face models in the applications of physiognomy. The distance measure 
between the features and those in the fate models from the database is 
carried out by means of the Hausdorff distance. In the experiment, the 
proposed method shows the efficient performance in facial feature 
extractions and online system of physiognomy. 
 

Keywords—Facial feature extraction, AdaBoost, Active shape 
model, Hausdorff distance 

I. INTRODUCTION 
ACIAL feature extraction is becoming a key technology 
and challenge for many applications such as authentication, 

video surveillance, video conferencing, and intelligent robot. It 
is important that how to extract features from human faces in 
images or videos automatically. It requires fast algorithms for 
the needs of time limitations and the large amount of input data. 
As a result, the performance of facial feature extraction heavily 
influences the entire systems. Locating the precise facial 
features also plays an important role for other applications like 
eye tracking, 3D face reconstruction, facial expression analysis, 
and intelligent man-machine interfaces [1]. However, due to 
many kinds of variations such as colors, sizes, orientations, and 
lighting conditions, facial feature extraction is still a very 
challenging problem. For a real-time vision system, it has to 
deal with data streams in the range of several MBytes/s. How to 
Speed up the extraction and classification process is therefore 
of major concern when developing systems for real 
applications. They all require much more research effort to 
improve the current performance.Most of the algorithms 
existing in the literature can be divided into four groups: 
appearance-based, geometry-based knowledge-based, 3D 
vision-based. Matas et al. [2] proposed fiducial face points by 
PCA in the neighborhood of the Harris corner detection results. 
Hamouz et al. provided better results by replacing PCA with 
the Gabor filters [3]. Kim et al. [4] proposed a facial feature 
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representation based on LDA although it is widely used in face 
recognition. Jee et al. applied SVM with RBF kernel to verify 
combinations of eye pairs [5]. Zhu and Ji [6] used SVM with 
Gaussian kernel to verify eye pairs under the difference of the 
IR light image and visible light image. Nguyen et al. [7] used 
SVM to analysis the pixels of eyes and reduced the number of 
processed pixels to 13% without loss of accuracy. Ryu and Oh 
performed eyes and mouth detection by NN and eigenvectors 
[8]. Duffner and Garcia [9] also proposed the architecture for 
facial feature detection based on 6-layer NN. Viola and Jones 
[10] presented a face detection algorithm based on AdaBoost 
classifiers. It combines many weak classifiers into one strong 
reliable classifier. Milborrow and Nicolls [11] detected 80 face 
fiducial points by Active Shape Models (ASM). They used one 
model for a coarse detection and another one to increase the 
accuracy of the found points. Zheng and Yang created separate 
model for each facial feature [12]. It is helpful to locate the 
precise position and shape of each facial feature. Skin color 
detection was also applied for the initial position of ASM 
[13].In this paper, we present a fast algorithm that can extract 
the facial features online such that they can efficiently give a 
satisfying representation of a face image and have great 
performance in applications. We apply AdaBoost algorithm to 
do the coarse detection step for each facial feature and ASM 
algorithm to increase the overall accuracy of the found points in 
the regions of interest. For evaluating the resulted facial 
features, an online matching system was developed to retrieve 
the most similar artificial face model in the generated database 
of physiognomy for the corresponding human face. The 
distance measure between the features and those in the fate 
models from the database is carried out by means of the 
Hausdorff distance. In fact, other distance measures can also be 
applied to the system. In the experiment, 50 persons were 
invited to test the proposed system and the results showed 
efficient performance in facial feature extractions and in the 
online system of physiognomy.The outline of the paper is listed 
as follows. Section 2 gives a brief overview of the facial feature 
detection by AdaBoost and ASM. In Section 3, we describe the 
proposed extraction and matching algorithm. Experimental 
results are presented in Section 4. Section 5 concludes this 
paper. 

II. THE OVERVIEW OF  ADABOOST AND ACTIVE SHAPE 
MODELS 

The AdaBoost was first proposed by Freund and Schapire 
[14]. It can automatically select some weak classifiers from the 
weak classifier space to construct a strong classifier through the 
weighted integration of selected weak classifiers. After that, 
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authors proposed new AdaBoost just like Schapire and Singer 
[15], and Friedman, Hastie and Tibshirani [16]. They was used 
extensively on face detection [10][17].In this paper, the 
proposed method is based on the Adaboost algorithm of Viola 
and Jones [10], which has excellent performance on robust 
real-time face detection. Toward this end they constructed a 
frontal face detection system which achieves detection and 
false positive rates. This system achieves high frame rates 
working only with the information present in a single grey scale 
image. These alternative sources of information can also be 
integrated with their system to achieve even higher frame rates. 
There are two main contributions in the detection framework. 
We will introduce the ideas briefly below.The first one is a new 
image representation called in integral image that allows for 
very fast feature evaluation. The summed area table (SAT) is 
shown in Fig. 1. The formula is listed in the following. 
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Fig. 1 The summed area table 
 

The second one is a simple and efficient classifier that is built 
by selecting a small number of important features from a huge 
library of potential features using AdaBoost. Within any image 
sub-window the total number of Haar-like features is very large, 
far larger than the number of pixels. In order to ensure fast 
classification, the learning process must exclude a large 
majority of the available features, and focus on a small set of 
critical features. As a result each stage of the boosting process, 
which selects a new weak classifier, can be viewed as a feature 
selection process. AdaBoost provides an effective learning 
algorithm and strong bounds on generalization performance. 
The algorithm is listed in the following. 
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In ASM [11], each sample pattern contour is first marked to 

identify fiducial points. These points were subsequently 
normalized by rotation, scaling, and translation. Next, PCA was 
used to correlate points in order to get parameters for 
controlling object variations. An initial shape was placed on the 
image and adjusted by the above derived parameters to match 
strong edges and corners. The above two methods are adapted 
in the proposed face feature extraction. 

III. THE PROPOSED METHOD 
Since skin color is an important apparent property for a face 

image, skin color detection is performed to get the initial 
placement of the extraction algorithm. But skin color may 
differ from race to race, and depend on the lighting conditions. 
A good modeling for skin color requires choosing an 
appropriate color space and identifying a cluster associated 
with skin color in this space. Some color models in the YCbCr 
space were proposed. Hsu et al. [18] developed a non-linear 
transformed YCbCr color space and an elliptical skin model in 
the transformed space. Hsu’s Gaussian model can perform well 
in skin pixel classification. It is also observed that the 
distribution of Z in the transformed space changes with the 
small or large luminance. Skin color was also applied to other 
applications [19]. Fig. 2 shows the input image and the detected 
face region by skin color detection.  

 



International Journal of Information, Control and Computer Sciences

ISSN: 2517-9942

Vol:5, No:7, 2011

750

 

 

   
(a)                                       (b) 

Fig. 2 (a) The original image (b) the detected face region 
For an image, features of eyes, nose and mouth are usually 

significant in a face image. Among the above features, we 
should generate a more stable one under different illumination 
conditions. In this section, we apply some image processing 
techniques in [20] to find the features. Sharpening and average 
are used to enhance the difference between face features and 
the other area in an input image. Morphological operations are 
also used to locate the area of each face feature. They are 
performed by combining the gray values of pixels in a small 
neighborhood. A mask is defined with the size of the 
neighborhood. The elementary combination of those pixels in 
the neighborhood is given by an operation which multiplies 
each pixel, g(m, n), in the range of the mask with the 
corresponding weighting factor of the mask, adds up the 
products, and writes the sum to the position of the center pixel, 
g’(m, n). 

)','()','(),('
' '

nnmmgnmhnmg
r

rm

s

sn
−−= ∑ ∑

−= −=   

The size of the mask for image sharpening is 3×3, i.e., r=s=1. 
h(0 ,0) is set to be 6. h(0 ,-1), h(0 ,1), h(-1 ,0), and h(1 ,0) are set 
to be -1 and the others are set to be 0. If the value of g’(m, n) is 
larger than 255, it is replaced by 255. After the image 
sharpening, a smoothing operation is used to get a more 
uniform distribution of pixel values by averaging the pixels in 
the 3×3 neighboring area. The pair of sharpening and 
smoothing operations is applied two times in the preprocessing 
step to enhance the area of the input image except the area of 
the number digits. After the preprocessing, we get a new image 
IT. An example of IT is shown in Fig. 3.   

Closing operation by a structuring element with size of 5×5 
is performed to fill the intensity valley in IT. Applying different 
operation on IT and the closing result, the facial features remain 
on the resulting image. Opening operation with size of 3×3 is 
used to remove noise on the resulting image. Note that the size 
of the structuring elements determines the number and size of 
the face feature segments. An analysis was done over 1000 
images found randomly on the WEB.  

Then, a connected component labeling process is applied to 
locate the facial feature blob to be the candidates. For an input 
image, each candidate is denoted by Ei, i=1, 2, …, Ne, where Ne 
is the number of total candidates. Each Ei records the center 
coordinates (x, y) of the corresponding facial feature blob. The 
facial feature blob is represented with black pixels in Fig. 3. In 
most cases, the facial feature blob is not of the same size with 

its corresponding facial feature, but we get an approximation of 
the location of the features. 

 

 

Fig. 3 The detected face feature segments 
For getting the accurate Haar-like features in the face image, 

each feature is cropped without the background and resized. 
Besides, the negative example of the non-face patterns is 
captured from the natural scene. Their size is the same with the 
face image. As usual, the number of the negative examples is 
more than that of the positive examples. 

The final detector is scanned across the testing image at 
multiple scales and locations. The scaling process is achieved 
by scaling the detector itself, rather than scaling the image. This 
process makes sense because the features can be evaluated at 
any scale with the same cost. Good detection results were 
obtained using scales which are a factor of 1.25 apart. The 
detector is also scanned across different locations. Different 
locations are obtained by shifting the window some number of 
pixels Δ along the rows sequentially. This shifting process is 
also affected by the scale of the detector. If the current scale is s, 
the window is shifted by [sΔ], where [ ] represents the rounding 
operation. 

The choice of the number of pixels Δ affects both the speed 
of the detector as well as the accuracy. Since the training 
images may have some translational variability in the cropping 
process, the learned AdaBoost detector can also achieve good 
detection performance in spite of small shifting in the image. 
As a result, the detection window can be shifted more than one 
pixel tends to decrease the detection rate slightly while also 
decreasing the number of false positives for the overall 
performance in the online system. For getting the accurate 
Haar-like features in the human face, we have to do the same 
preprocessing just like the previous one for extracting training 
features. At last, all the candidates are measured by the 
AdaBoost classification. Fig. 4 shows an example of the 
detected eyes pattern from AdaBoost classification and the total 
face region applied for the proposed algorithm.  

Furthermore, ASM is adapted to increase the precision of the 
position and shape of each facial feature. Some initial fiducial 
points are set for each facial feature. These points were 
subsequently normalized by rotation, scaling, and translation. 
Next, PCA was used to correlate points in order to get 
parameters for controlling object variations. At last, an initial 
shape was placed on the image and adjusted by the above 
derived parameters to match strong edges and corners. The 
generated facial features include eyes, nose and mouth. 
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(a)                                           (b) 

Fig. 4 (a) the detected eyes pattern (b) the face region for the AdaBoost 
detection algorithm 

 
The resulted facial features are evaluated by matching with 

artificial face models in the applications of physiognomy. 
Hence, a matching system is developed by Hausdorff distance 
[21]. The Hausdorff distance was originally proposed for 
binary image comparison. Unlike most shape comparison 
methods, the Hausdorff distance can be calculated without the 
explicit pairing of points in their respective data sets, and can 
be extended to allow partial matching. It is because of this 
desirable property that we use it to measure the proposed 
algorithm. Given two finite points sets A={a1, a2, … ,am} and 
B={b1, b2, … ,bm}, the Hausdorff Distance is defined as 
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is called the directed Hausdorff distance from A to B. 

The feature vector of a human face consists of 21 feature 
values. Length, width and angle to the x-axis are calculated 
from eyebrow, eyes, nose and mouth. Furthermore, we divide 
the features of eyebrow, eyes and mouth into left and right part 
to describe detailed information of the human face. 

IV. EXPERIMENTATIONS 
A testing image database containing images from 50 persons 

was used to test the performance. They were captured under 
three different illumination conditions. The experimental 
platform is a PC with an Intel P4 2.8GHz CPU. The artificial 
face models in the applications of physiognomy are illustrated 
in Fig. 5. For more detailed information about the face models 
in physiognomy, please visit the website [22]. 

 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Fig. 5 Face features of the face models in physiognomy 

 

The online fortune telling system based on face feature 
matching is shown in Fig. 6. Our demo system summarized the 
patterns in physiognomy according to some books and websites. 
The system first captures the face image of the user and extracts 
the corresponding facial features. After the matching process, it 
will retrieve the most similar artificial face model in the 
database and report the result of physiognomy for the 
corresponding human face. For the measuring the performance 
of the system, each matching result was examine with people’s 
vision. The precision rates for each single face feature are listed 
in Table I. Since there is much difference between the real face 
and an animated face, it is hard to improve the precision rate of 
the system. If the artificial face model can be modified to 
approach real human faces, the performance of the entire 
system will be more efficient than the current version. 

 

 

Fig. 6 Face features of the face models in physiognomy 
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TABLE I 
UNITS FOR MAGNETIC PROPERTIES 

 Precision rate 

Eyebrow 85% 

Eyes 81% 

Nose 75% 

Mouth 72% 

Average 78.25% 

V. CONCLUSION 
In this paper, we present a fast algorithm that can extract the 

facial features online such that they can give a satisfying 
representation of a face image. The resulted facial features are 
evaluated by matching with artificial face models in the 
applications of physiognomy. It is believed that the pattern of 
face features has strong relationship with human characteristics 
in physiognomy. Using the proposed method, the system can 
successfully provide online fortune-telling services through 
efficient face feature extraction and matching algorithm. 
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