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Abstract—Two algorithms are proposed to reduce the storage 

requirements for mammogram images. The input image goes through 
a shrinking process that converts the 16-bit images to 8-bits by using 
pixel-depth conversion algorithm followed by enhancement process.  
The performance of the algorithms is evaluated objectively and 
subjectively. A 50% reduction in size is obtained with no loss of 
significant data at the breast region.   

 
Keywords—Breast cancer, Image processing, Image reduction, 
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I. INTRODUCTION 
ARLY detection is the best way to improve the breast 
cancer prognosis since the causes of the disease are still 
unknown. Breast cancer is the second most cancer 

diagnoses among women after skin cancer [20].  In addition, it 
accounts for the second most cancer deaths, second to only 
lung cancer [20]. Currently, three methods are used for breast 
cancer diagnosis: mammography, fine needle aspirate and 
surgical biopsy. Mammography has a reported malignant 
sensitivity which varies between 68% and 79% [15]. The 
second method depends on fine needle aspirate, which extracts 
fluid from a breast lump and inspects it under the microscope. 
This method has a reported sensitivity varying from 65% to 
98% [15]. Surgical biopsy is more evasive and costly but it is 
the only test that can confirm malignancy. Efficient machine 
learning algorithms can enhance the performance of 
mammogram analysis and provide the robust and accurate 
performance of surgical biopsy without its evasiveness and 
cost. 

Mammographic screening allows early detection of non-
palpable, non-invasive and early invasive tumors. Hence, it can 
reduce the mortality from breast cancer by as much as 20%-
30% [8]. There is an increasing need for automatic and 
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accurate detection of cancer cells. However, the low contrast 
between the breast cancer cells and normal cells makes the 
process of early detection harder. 

Most of the work in mammography aims at detecting one or 
more of the three abnormal structures in mammograms [11]: 
microcalcifications [18], circumscribed masses [12], and 
speculated lesions [19]. Other methods depend on classifying 
the breast lesions as benign or malignant [2]. There are 
problems with manual analysis of mammographic images by 
radiologist as they tend to vary in their interpretations. In 
addition, the interpretation is a repetitive task that requires lot 
of attention to minute detail. Hence, it requires lot of staff time 
and effort, which results in slowing the diagnosis time. Thus, it 
is very important to apply intelligent detection and 
classification techniques that can help the radiologist do their 
job efficiently and fast. 

Mammogram images are high-resolution and large size 
images that require specialized computing facilities to process 
them. Moreover, transmitting these images over computer 
networks can be difficult and may require image compression. 
Therefore, a reduction pre-processing stage is an important 
stage in most mammography-based systems.  This stage is also 
important for computer graphics, multimedia and electronic 
publishing [9, 21]. 

This paper is organized as follows: A brief survey is 
introduced in Section 2. The database resources are explained 
in Section 3 while our algorithm is introduced in Section 4. 
The subjective evaluation is carried out in Section 5. The 
concluding remarks and suggestions for future work are 
introduced in Section 6.   

II. DIGITIZED MAMMOGRAPHY TECHNIQUES 

There have been many advancements in image processing in 
the fields of image compression, enhancement, and feature 
extraction. However, the usefulness of these new techniques 
depends mainly on two important parameters, which are the 
spatial and grey-level resolutions [10]. They must provide a 
diagnostic accuracy in digital images equivalent to that of 
conventional films. Both pixel size and pixel depth critically 
affect the visibility of small–low contrast objects or signals, 
which may carry significant information for diagnosis [6]. 
Therefore, digital image recording systems for medical 
imaging must provide high spatial resolution and high contrast 
sensitivity. Nevertheless, this requirement retards the 
implementation of digital technologies due to the increment in 
processing and transmission time, storage capacity, and cost. 
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For instance, it has been shown that isolated clusters of 
microcalcifications are one of the most frequent radiological 
features of asymptomatic breast cancer. A careful search for 
the clustered microcalcifications that may herald an early-stage 
cancer should be carried out on all mammograms [3]. 
Microcalcifications frequently appear as small-size low-
contrast radiopacities [16]. Due to this, a typical mammogram 
must be digitized at a resolution of approximately 4000× 5000 
pixels with 50- μm spot size and 12 or 16 bits, resulting in 
approximately 30 to 40Mb of digital data. The Processing or 
transmission times of such digital images could be quite long. 
Archiving the amount of data generated in any screening 
mammography program also becomes an expensive and 
difficult challenge. It is clear that advances in technologies for 
transmission or storage are not sufficient to solve this problem. 
An efficient data-compression or reduction scheme to reduce 
the digital data without significant degradation of the medical 
image quality for human and machine interpretation is needed. 
Several lossless (with exact reconstruction of the original 
image after compression) and lossy (some information is lost in 
the compression process) compression methods have been 
investigated for medical imaging applications [4, 5].  

Recently, many techniques became to manipulate image 
sizes such as, linear interpolation, and cubic spline 
interpolation [1, 7, 13, 14,17]. Many reduction techniques are 
based on image interpolation which is followed by a re-
sampling process. These techniques are simple to implement 
but they produce sub-optimal results [13].  

The image interpolation has a central role in many 
applications [28][27]. An important application is changing the 
size of digital image according to the nature of the display 
device. The image interpolation is one of the key factors in 
image scaling processes. According to [29], three categories 
exist for image interpolation: static image interpolation 
[30][31], multi-frame image interpolation [32][33], and image 
sequence (video) interpolation.  

One of the simplest techniques for image interpolation is the 
nearest neighbor pixel. In this approach, the intensity of every 
pixel in the resultant image is made similar to the intensity of 
its nearest corresponding pixel in the original image. This 
method is extremely simple to implement but tends to produce 
images with a clustered or blocky appearance. Bilinear 
interpolation is another interpolation technique that uses the 
weighted average value of the four neighboring pixels in the 
source image [28][34]. Another interesting interpolation that is 
used in this paper is the Bicubic interpolation. The cubic B-
spline interpolation is a sophisticated technique that produces 
smoother edges compared to the bilinear interpolation [30]. In 
addition, it has a relatively good effectiveness combined with 
reduced complexity [34]. 

In order to optimize the reduction and minimize the loss of 
information, two image conversion algorithms are proposed in 
this paper. The first algorithm applies simple image 
conversion, while the second depends on an enhancement 
algorithm that can produce excellent results when compared 
with the input images.  

III. DATABASE RESOURCES 

In this work, two conversion algorithms are applied to 64 
mammogram cases that are obtained from the USF database. 
The USF (university of South Florida) database is a Digital 
Database for Screening Mammography (DDSM) and is widely 
used by the mammographic image analysis research 
community. This database is collected from different medicine 
university’s schools and hospitals in the United States of 
America.    

The primary purpose of this database is to facilitate sound 
research in the development of computer algorithms to aid in 
screening. Secondary purposes of the database may include the 
development of algorithms to aid in the diagnosis and the 
development of teaching or training aids. The database 
contains approximately 2500 case studies. Almost, all of these 
cases have the same specification (3000×4500 pixels with 16-
bit pixel depth). This database is classified to four volumes to 
represent different types of diagnosis: normal, cancer, benign, 
and benign without call back. Normal cases are formed for 
patients with normal exam results that have had previous 
normal exams in the last four years. A normal screening exam 
is one in which no further "work-up" is required. Cancer cases 
are formed from screening exams in which at least one 
pathology proven cancer is found. Benign cases are formed 
from screening exams in which something suspicious is  found, 
but it turned out not to be malignant (by pathology, ultrasound 
or some other means). The term benign without callback is 
used to identify benign cases in which no additional films or 
biopsy is done to make the benign finding. In this paper seven 
volumes of cancer and two volumes of normal cases are used. 
The cancer volumes are: cancer_01 (5 cases), cancer_05 (1 
case), cancer_06 (2 cases), cancer_07 (2 cases), cancer_13 (1 
case), cancer_14 (11 cases), and cancer_15 (10 cases). 
Whereas the normal volumes are: normal_07 (16 cases) and 
normal_09 (16 cases). 

IV. METHODOLOGY 

The first step in most image processing systems is the 
preprocessing of the input image. In this work, the 
mammogram image is processed in order reduce the image size 
and highlight the suspicious regions (i.e., make them brighter) 
to make them easier to be detected by radiologists. The process 
is explained in the following sub-sections, which are designed 
to handle the USF database. 

A. Image Shrinking Algorithm 

This algorithm is proposed and used to eliminate unused 
gray levels in the original image. First, the gray level histogram 
of the entire digital mammogram is calculated for each 
mammogram and image shrinking was applied afterwards.  

A.1. Image Shrinking Algorithm 

As introduced in the above section, the main purpose of this 
algorithm is to find the maximum shrinking level on a digital 
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mammogram image. The following procedure describes the 
algorithm that performs the shrinking task. 

1. The first step in this algorithm is to find the original 
histogram of the mammogram image.  

2. The shrinking of the original histogram is carried out by 
testing the number of pixels in each gray level in order to 
eliminate the unused gray level by replacing it with the next 
gray level that is being used. As a result, the new histogram 
will use limited number of grey scales but their will be no 
gaps among them.  

3. The output image is generated based on the new histogram. 

A.2.Image Shrinking Algorithm 

This algorithm was applied on 64 mammogram images 
using C+. The histograms in Fig. 1 show the output results for 
the original image shown in Fig 2.a. 

 
(A) 

 
(B) 

Fig. 1 Histogram manipulation in the shrinking process 
A) The Original Histogram for USF mammogram image The 

(A_1900_1.LEFT_MLO.LJPEG.tif), B) the 16-bit shrinking 
Histogram of the mammogram image. 

 
Comparing with the original histogram, the main 

concentrations of the pixels were in the left hand side of the 
histogram “i.e. dark side”. This made the output image appear 
darker compared to the original image. In the shrinking 
algorithm, no data loss occurs since none of the used grey 
levels is eliminated. So, we could argue that there has been no 
loss of the significant image data as shown in Fig2. 

 
(A) 

 
(B) 

Fig. 2  Practical implementation of the Image shrinking process on 
(A_1900_1.LEFT_MLO.LJPEG.tif), A) Original Mammogram image, 

B) 16-bit shrinking mammogram image 
    

B. Pixel- Depth Conversion Algorithm 
However, one of the techniques for the reduction of image 

sizes is to convert the pixel depth from 16 to 8 bits without any 
degradation of the medical data. 

B.1. Algorithm Description 

Our algorithm is divided to three steps: 
• The first step is to obtain the histogram of the original 

image.  
• The next step is to find the maximum shrinking level of the 

image. It is important to note that in most of the cases the 
16 bits could be replaced by 9 bits. This result was 
obtained after the processing of 64 mammogram images. 
As explained in the previous algorithm, the output image 
from the shrinking algorithm has the same size as the 
original image.  

• In order to reduce the image size, the depth of image 
pixels should be reduced from 16 to 8 bits. The conversion 
technique in this algorithm is performed by taking the first 
8-bits of the shrunk histogram. After testing this method 
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using 64 cases from USF database, it is shown clearly that 
most of the important data is concentrated in the first 8-
bits. The last bit (s) is usually in the background region. 
So, the loss of data at the breast region is minimal. 

B.2. Algorithm Implementation 

After the implementation of this algorithm, the histogram 
shown in Fig 3.b is found to be similar to the one shown in Fig 
1.b with the exception of the pixel depth. This is a good 
indication that the main features of the image did not change in 
the conversion process. Also, the peaks in the histogram 
remain similar to those of the original one, which means that 
the concentration for each level remained unchanged, with the 
exception of the pixel depth. 

 

 
(A) 

 
(B) 

Fig. 3 Comparing the histograms for the 16 and 8 bit images 
A) the Histogram  of the original USF mammogram image, 

B) the Histogram of the8-bit mammogram image 

The output image of this algorithm is shown in Fig. 4.B and 
it is similar to that shown in Fig 2.b. 

 

 
(A) 

 
(B) 

Fig. 4 Pixel depth conversion images for USF database, 
A) Original Mammogram image, B) 8-bit mammogram image 

C. Enhanced Pixel Depth Conversion Algorithm 

After the implementation of shrinking algorithm on the 
mammogram image and applying the pixel-depth conversion 
algorithm, the output results are close to each other but the 
problem that arises with both results is their brightness. So, to 
solve this problem, an enhanced pixel depth conversion 
algorithm is applied. 

C.1. Algorithm Description 

In any conversion process, the main problem is to find a 
suitable coefficient that can be suitable for all the pixel depths 
at the image. This coefficient should be efficient to convert the 
16-bit pixel depth image to 8-bit. The aim of this algorithm is 
to find a suitable and efficient coefficient that can convert the 
image from 16 to 8 bits while maintaining the important 
medical details. The algorithm can be described as follows: 

 

 
unsigned int max_level=max(Shrunk_Hist[]); 
Long double divider=0.0; 
While (true) 
{  
divider+=0.01 
if (( max_level/divider)<=255) 
break;  
} 
for (y=0;y<myimage_height;y++) 
for( x=0;x<myimage_width; x++)  
{ 
myimage[y][x]= myimage[y][x]/divider} 
 

The first step in the algorithm is to find the maximum level 
of used gray scale of the shrunk histogram. Usually, this 
number for a 16-bit mammogram image is less than 65536. So, 
the maximum level is determined for each image. Then, the 
maximum level is re-calculated to be in the range from 250 to 
255 gray levels. However, the real challenge is to find the 
coefficient that would enable this. The divider coefficient can 
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be changed according to the maximum gray levels in the 
original image. On the other hand, data loss is not considered 
compared to the previous algorithm.  

C.2. Algorithm Implementation 

   This final algorithm is implemented on 64 mammogram 
images. As a result, the output histogram from this algorithm is 
approximately similar to the original histogram, taking the 
pixel depth into consideration. Fig.5 shows both, the original 
and the modified histogram. 
 

 
(A) 

 
(B) 

Fig.5. The 8- bit modified histogram  A) the Original Histogram of the 
mammogram image, B) the 8-bit modified Histogram of the 

mammogram image. 

The final results are shown in Fig.6. It is clear from this 
figure that the output result is approximately similar to the 
original one. 

 
(A) 

 
(B) 

Fig.6 Converting the (A_1900_1.LEFT_MLO.LJPEG.tif) 
mammogram image to 8-bit image A) the Original Mammogram 

image, B) the Modified 8 bit mammogram image. 

V.  EVALUATING THE PERFORMANCE OF THE ALGORITHMS 
Objective and subjective evaluations are applied to the 

modified algorithm. The objective evaluation is implemented 
using the Amira visualization package to ensure that the 
connectivity and quality of pixels have not been affected by the 
algorithms. Also, the structural similarity (SSIM) index was 
used in order to test the image quality [25][26]. On the other 
hand, subjective evaluation is carried out using four 
radiologists from KHCC (King Hussein Cancer Center-
Jordan). 

A. Objective Evaluation 
For the reasons stated in [23], the Amira package [22] is 

used in this work to provide objective analysis for the 
performance of the enhanced pixel conversion algorithm. The 
Amira package is a series of tools that allow for interactive 
processing of 2D and 3D images [24].  It is a useful tool for 
comparing the quality of enhanced images. In a manner similar 
to Tomasz et. al.[23], the isolines visualization technique is 
used to connect the pixels with similar brightness in the image. 
In general, the isolines usually form a closed loop to help in 
identifying the region that has clusters of high or low pixel 
intensities [23][24]. 

The isolines visualization technique is used here to ensure 
that the quality of the compressed mammograms is not affected 
by the applied algorithms. Figure 7 shows a sample of the 
original mammograms and the modified ones. It is obvious that 
similar isolines are obtained for all cases, which indicate that 
the original connectivity of pixels is maintained and there is no 
loss of significant data in all cases. 
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(A) 

 
(B) 

Fig.7 The Amira subjective comparison for 
(A_1900_1.LEFT_MLO.LJPEG.tif), A) the Amira result of the 

original Mammogram image, b) the Amira result of the modified 8 bit 
mammogram image. 

 
Another objective comparison is carried out using the SSIM 

index. The SSIM algorithm is based on measuring the 
differences in three categories which are luminance, contrast 
and structure [25][26]. The algorithm is downloaded and used 
to evaluate the modified images resulting from the enhanced 
pixel-depth conversion algorithm in order to test quality of 
these images. The average index for the whole mammogram 
cases is 92.6%. Table I, shows the results of the USF cases. 

TABLE I 
THE SSIM INDEX FOR THE MAMMOGRAM CASES 

No Image 
name 

SSIM No Image 
name 

SSIM 

1 A116 0.9861 33 D4500 0.9912 
2 A1178 0.9805 34 D4501 0.9850 
3 A1181 0.9798 35 D4502 0.9871 
4 A1185 0.9887 36 D4503 0.9912 
5 A1232 0.9885 37 D4506 0.9816 
6 A1520 0.8403 38 D4508 0.8483 
7 A1850 0.9880 39 D4509 0.9720 
8 A1851 0.9821 40 D4510 0.8269 
9 A1852 0.9796 41 D4512 0.9688 

10 A1873 0.9739 42 D4515 0.9856 

11 A1874 0.8552 43 D4519 0.9736 
12 A1894 0.8954 44 D4520 0.9901 
13 A1898 0.9784 45 D4524 0.9925 
14 A1900 0.9885 46 D4525 0.9916 
15 A1906 0.9859 47 D4526 0.9877 
16 B3002 0.9665 48 D4528 0.9894 
17 B3005 0.9569 49 B3600 0.8024 
18 B3037 0.8738 50 B3601 0.9084 
19 B3039 0.8873 51 B3602 0.8947 
20 B3043 0.8558 52 B3603 0.8522 
21 B3044 0.8607 53 B3604 0.9382 
22 B3049 0.8840 54 B3605 0.8943 
23 B3079 0.8964 55 B3606 0.9201 
24 B3138 0.8813 56 B3610 0.9001 
025 B3371 0.8555 57 B3611 0.8754 
26 B3504 0.8573 58 B3612 0.8955 
27 C0066 0.8936 59 B3613 0.9132 
28 C0106 0.8942 60 B3614 0.9322 
29 C0189 0.9178 61 B3617 0.9101 
30 C0361 0.8647 62 B3618 0.8830 
31 C0458 0.8776 63 B3622 0.8931 
32 D4182 0.8520 64 B3626 0.9302 

B. Subjective Evaluation 
The radiologists were asked to evaluate the original and the 

resultant images. A questionnaire was designed to reflect their 
judgments. This questionnaire was designed to measure the 
degree of satisfaction that each radiologist has with the 
processed images. Four specialists were involved in evaluating 
the cases and filling the questionnaire for each case of the three 
algorithms.  

For every radiologist, two cases were displayed, one of them 
is the original and the other one is the processed one. The 
radiologists were asked to make a comparison between the 
original and the processed images. The comparison is based on 
the characteristics of the benign and malignant regions in both 
images.  

The results of the questionnaire were converted to the 
following table II that shows the percentage of satisfaction for 
each specialist. 

TABLE II 
THE SATISFACTION PERCENTAGES OF IMAGE SIZE REDUCTION 

 Shrinking 
Algorithm 

(%) 

Pixel-Depth 
conversion 

(%) 

Enhanced 
Pixel-Depth 

Conversion (%) 

Specialist 1 72.222 76.66 80 

Specialist 2 75.55 73.33 84.44 

Specialist 3 67.77 76.6 83 

Specialist 4 75.55 76 85 

Total 
percentage 

72.77 75.65 83.11 

It is clearly shown that both algorithms (shrinking and pixel-
depth conversion) provided similar satisfaction percentages. 
However, specialists were satisfied more with the enhanced 8-
bits conversion algorithm. This result is acceptable, since most 
specialists found that the brightness and contrast were 
becoming low for the first two algorithms (shrinking and pixel-
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depth conversion) and the last algorithm maintained the quality 
of the original images. It also managed to enhance the visual 
differences between the malignant or suspicious regions and 
helped the radiologists to take accounts of some regions that 
have not been noticed in the original images. This was the 
agreed upon by all the specialists. 

VI. CONCLUSION 

In this paper, two algorithms for mammogram size reduction 
are proposed. These algorithms can successfully reduce the 
size of the mammogram images by 50%. For example, an 
image that has an original size of 21,217,280 bytes becomes 
10,616,832 bytes with minimum processing time which is 12 
seconds on 1.8GHz CPU processor and 512MRAM. The 
shrinking algorithm that is used as a pre-reduction process is 
developed and implemented. It maintained the original image 
features without any lose of significant data, but the image 
brightness was reduced compared to the original image. The 
pixel-depth conversion algorithm can convert the 16-bits 
images to 8-bits. This conversion also produces good results 
because the most important medical data are contained within 
the first 8-bits. Thus, the data loss in the breast region is 
minimal. The enhanced algorithm of pixel- depth conversion 
has produced excellent results, and the output image is similar 
to the original one in terms of quality, brightness and 
significant data. These results are approved by specialists at 
different Jordanian medical centers. Also, these results are 
tested using two subjective methods (Amira and SSIM index) 
and both of them indicate that there is no loss on the 
information at the breast region.   
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