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Water Demand Prediction for Touristic Mecca
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Abstract—Saudi Arabia is an arid country which depends on
costly desalination plants to satisfy the growing residential water
demand. Prediction of water demand is usually a chalenging task
because the forecast model should consider variations in economic
progress, climate conditions and population growth. The task is
further complicated knowing that Mecca city is visited regularly by
large numbers during specific months in the year due to religious
occasions. In this paper, a neural networks model is proposed to
handle the prediction of the monthly and yearly water demand for
Mecca city, Saudi Arabia. The proposed model will be developed
based on historic records of water production and estimated visitors
distribution. The driving variables for the model include annually-
varying variables such as household income, household density, and
city population, and monthly-varying variables such as expected
number of visitors each month and maximum monthly temperature.

Keywords—Water demand forecast; Neural Networks mode;
water resources management; Saudi Arabia.

l. INTRODUCTION

ROPER planning and management of water resources

requires good estimates of the water future demands. The
projections of urban water consumption are essential for
scheduling future requirements of water supply, distribution
and wastewater systems. In this regard, short-term forecasting
is useful for operation and management of existing water
supply systems within a specific time period, whereas long-
term forecasting is important for system planning, design, and
asset management [1,2]. The forecast of water demand
becomes necessary in regions where natural water resources
are limited. The county of Saudi Arabig, for instance, is an
arid country characterized by a scarcity of its water resources.
The country has no perennia rivers or lakes, and its renewable
water resources total 95 cubic meters per capita, well below
the 1,000 cubic meters per capita benchmark commonly used
to denote water scarcity. The growing population of the nation
forced the kingdom to rely on desdination plants to satisfy
around half of the water demand. Building desalination plants
is, however, a costly and time consuming process. Authorities
and policy makers are interested in having a reliable estimate
of the long term water demand in order to implement the
appropriate investments in the devel opment plans and to avoid
any shortage in the domestic water supply. Similarly, short-
term (monthly) water demand prediction is equivaently
important for municipal authorities to optimize the water
production based on rigorous analysis of the effect of visitors
on thetotal water consumption.
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There are severa factors known as drivers or explanatory
variables affect the water demand forecast. These include
socioeconomic parameters (population, population density,
housing density, income, employment, water tariff, etc),
weather data (temperature, precipitation, etc), as well as
cultural factors such as consumer preferences and habits.
Different methods for water demand forecast are proposed in
the literature. The available data for water production and
consumption plays an important role in the selection of the
forecast methodology. The common methodologies for the
forecast include end-use forecasting, econometric forecasting
and time series forecasting [2,3]. End use prediction depends
on the prediction of uses for water, which requires a
considerable amount of data and assumptions. The
econometric approach uses statistics to build a historical
relationships between the independent explanatory variables
and water consumption, assuming that these relationships will
persist into the future. Time series approach, on other hand,
forecasts water consumption directly without having to predict
other factors on which water consumption depends [3,4].

The econometric approach is usualy used for long term
predictions because it depends largely on variables that change
on a yearly basis or at least can not be estimated on monthly
basis. However, for acity like Mecca, it isimportant to have a
model capable for monthly forecast to account for the monthly
varying number of visitors within one year.

In this paper, a neura networks model will be devel oped.
The model will be based on annualy-changing data such as
city population, housing density, and persona income, and
monthly-varying data such as average monthly temperature
and number of visitors. Neura networks are well known tools
for pattern recognition and trend detection. Usually NNs can
be used for data regression with high nonlinearity [5]. ANN
has been used for water demand forecast by Liu et al [6].
However, their model was used only for annual water demand
predictions. Further theoretical background on the field of
artificia neura networks can be found elsewhere [7].

The proposed NN model has the capability for long term
(annual) and short term (monthly) water demand prediction
for the city of Mecca Neural networks model is chosen
because its structure alows using inputs with mixed time
scales.

Il. ECONOMETRIC WATER DEMAND M ODEL
The common functional population model for estimating
the total water useis adopted here [8]:

= 1
Qy - Nq ( )
Q isthe total annual water use, N the popul ation number and
g isthe water use per capita. The water use (q) is assumed to

depend on a number of explanatory variables. For example q
can be defined as follows:

gq=f(I,H,T,V) (2
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wherel denotes the annul incomd,the household sizd, the
monthly average temperature and the number of city
visitors. Of course, (2) may include other variabld

necessaryAnother drawback is that the model does not allo

using inconsistent time-scale variablEsr exampleN, | and
H vary annually whilelT andV changes monthly. In this case
implementation of (1) and (2) is somewhat ad haoctHis
paper, a Neural Networks model is proposed to dgvel
black box model for water production in the form of

Q=f(N,I,H, T,V )3

that can handle mixed timeOscale variables directly
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Fig. 1 Distribution of type | visitors by month

II. ESTIMATESOF THE CITY VISITORSAND MONTHLY
TEMPERATURE

There are basically two types of visitors, herdffaralled
type | and type Il. The distinction between thesgters is
important for the estimation of their number. Biyeftype |
visitors can come to the city during any month loé tyear
except the 10to 12"
ritual (calledUmbra). This ritual reaches its climax on th8 9
month of the lunar calendar and the number ofasisiteaches
a peak during this month. Another peak is reachethg the
12" month where type Il visitors come to perform aeoth
religious ritual (calledHaj). The population number can
increase in this month to reach around three tithesriginal
local population. The distinction between the wisst is
important since while there is a cap (through visstrictions)
on the number of type Il visitors, while there mmit on the
number of type | visitors. Fig. 1 shows a typicabnthly
distribution of the number of type | visitors (CD$9]). The
total number of type | visitors has reached 3 wnilfi in 2010
but is expected to increase by 3% according tgthkdictions
of the planning authorities. Setting the target e Umrah
visitors to 3 millions and using the expected disttion in
Fig.1, a rough estimate of average monthly numbethis
type of visitors can be obtained.
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g. 2 Distribution of type Il visitors by month
Regarding type Il visitors, their total number iigedl at 2.5
millions per year, by assigning a fixed quota taheaountry.
This type of visitors starts coming to the citytie beginning
of 10" month, perform the ritual in the second week ef 14"
month and leave the country within two months. Heevethe
rates of visitor's accumulation and departure aaegdly
uncertain. Local visitors from inside the countho make up
one third of the visitors, come usually one daybethe ritual
and leave few days after, while the rest of visitdrom
outside the country may stay longer. For theseoreasa
rough distribution for this type of visitors wassalassumed
(CDsSI, [9]). For months 3 through 9, the numbevisftors is
almost zero with very minor variations to allow fi@ft over
visitors from the previous year. For months 102othe mean
values were taken to be 3%, 35% and 65% of thetaajue
of 2.5 millions. According to historical recordspst of type Il
visitors depart within two months following the etenonth.
Therefore, the mean value for month 1 and 2 wekentéo be
30% and 5% of the target value, respectively. Fighpws a
typical distribution of type Il visitors. Fig. 3 etvs the

months to perform one type of religiouggtimate of the average number of total visitorgp€l | and

Type Il) in each month of the year.
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Fig. 3 Distribution of total visitors by month

Maximum monthly temperature
according to the Gregorian calendar. The averagathho
temperature for Mecca city as function of the sotamths is
shown by the solid line in Fig. 4. This monthly {genature

records are available
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trend will remain almost the same for any Gregorjear N N

because Gregorian calendar is related to the sylsiem mginz qf =Z (yk—?k)2 (6)
which controls the four seasons of the year. Thisidt the k=1 k=1

case for the lunar month because it is relatedhé& moon TABLE Il

phases. Therefore, the lunar month does not maimttlg the BASE VALUE FOR SOCIOECONOMICV ARIABLES

solar month and this mismatch changes every cotigecu Variable Value at 2004
year. Consequently, the average monthly temperasureot City population 1,277,744
consistent for the lunar calendar. However, watemahd Household size 5.22

prediction has to be according to lunar months bseaf the Income (SR) 42,300

two specific occasions that occur &t&nd 13' months of the
lunar calendar. In this case, the average monémperature where6 denotes the entire space of MLP parameteris,the

for the lunar month will be interpolated from théven MLP output, Y is the output measurement (water demand in

temperature profile for the solar months using wWelbwn s case) andll is the number of observations. The solution of

correlation between the lunar and solar calendag. B the above cost function is carried out by numerieghniques
illustrates the lunar monthly temperature determhingy sing MATLAB software.

interpolation for past four years that correspord the  The specific NN structure for water demand predictis
historical training data to be used for developthg NN gepicted in Fig. 6. In this case 27 input variatdes used. One

models hidden layer with 15 neurons is employed. Threedéid
neurons combine the effect of the socioeconomiatsguch

TABLE | as the population, household density, and householzme.

GROWTHRATE VALUES The other 12 neurons are interconnected to the aurob

Growth rate for socioeconomic variables

visitors and maximum temperature for the twelve therof

R 0.022 the year. All hidden layer neurons are connectealltoutput
ENH 06%22318 neurons collectively. The output layer consists1a8f output

neurons which represent the water demand for eawithrof
the lunar calendar.
V. NEURAL NETWORKSMODEL A primary step before start fitting the data isuse proper
Neural network (NN) is a useful tool that uses ascaling of the input and output variables. This wasormed
experimental data to produce a mathematical relsltiip by the following scaling rule:
between input variable and output variable. Newmethvork
field is well established and has several applicatiother than N
data fitting. A typical neural network topology alknown as X=———mn_ @)
multilayer perceptron (MLP) is shown in Fig. 5. The Xmax ~ Xmin
activation functionf (¢) is used in the hidden layer in the form
of sigmoid function: The proposed NN structure is trained with the water
. 1 production data for the years 2003 to 2006. Whereldging
f(x) = logisitqx) :Wp(—x) @) the model, the monthly interpolated temperaturevshim Fig.
4 and number of visitors shown in Fig. 3 are usedr dhe
The last layer in Fig. 5 is the output layer whatintains a four year span of the training horizon. The othariables
number of Output neurons each of which is a We'@ﬂitﬂear such popu'ation count (N)’ household density (Hmd a

output can then be written mathematically as: growth formula given below

44

m p
V=Zqif{szjuj+wio]+w )
= =1

£
Common MLP structure contains several unknown 239 1
parameters such the input weights the perceptron weights g s Average Gregorian 1
g and biasm. The MLP parameters are the unknown model " a2 2003

parameters that can be estimated by solving thievfirlg 30 o
optimization problem:

. . . .
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Fig. 4 Maximum monthly temperature distribution
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Ny2 = NyleRNn (8) input layer hidden layer output layer
Hyz :Hy1(1+RHn) 9)
|y2 =|y1(1+ Rn) (20)

The growth rate for each variablBy( Ry, R) is given in
Table 1. The termm is the difference between the prediction
year {,) and the base yeaw,]. The base value of these
variables is taken at the base year 2003 andt&llin Table
2. The prediction of the NN model is shown in Figwhich
presents excellent agreement with the training.dHtere is
minor mismatch particularly for the months 2 tor8eéach
year. The training data itself contains unpredietdiehaviour

of the water production. This behaviour may beilaited to Fig. 6 Neural Network structure for Water Demanedfetion
the irregular variation on the number of Type liteiss during

these months of the year. The NN model showed teabbe . V. CONCLUDING REMARKS

capability for capturing the climax periods and e N this paper a model capable for providing shertrt and

fluctuation The NN model is further validated withe 2009 ong-term forecast of water demand for the cityMicca in
and 2010 water production data as illustrated @ 8i In this Saudl Arabia is d.eveloped. .T.he model addres.ses.huldenge
case, the same visitors’ trend estimated beforeséed. The IMPosed by the irregular visitor flux to the cityrthg each
lunar temperature trend for 2009 and 2010 is cated by Y& The investigation of the historif:al data dadéd peaks
interpolation as mentioned earlier. The other \des are fOr water use that occur at specific months of thear
calibrated according to equations 5 to 7. It caséen that the calendar. The peaks match tow specific religiousasions.
NN model predictions in good agreement with thédasion 1he data also demonstrated steady annual incremeifite
data, but it could not track the validation datequhtely. In Water demand. For this purpose, a neural networkdeinis
fact, the water consumption record in these yeamschot developed for the forecast of monthly and annuatewa
follow the same pattern of the previous years. 00 the deémand in the city. The neural network model fotacbe
water consumption during months 1 to 8 remainedoatmUseful in the sense of resembling the transientemwat
constant with a minor increase at month 9. This ban Consumption both in the short and long terms. Al wained
attributed to the lingering number of visitors doehe fear of NN model can be a useful tool in the hand of denisnakers
swine flu epidemic. On the other hand, the watersomption to analyze the effect of input perturbation on fatforecast of

jumped in the B month for the year 2010. The rationald1® Water demand. This may help in operating thamwater
behind this incident is not clear systems optimally. However, the realistic wateradedntains

abnormalities due to leaks in the system, changiolicies
_ and/or social habits. These irregularities canmeotdptured by
input layer hidden layer output layer deterministic variables.

— Training data
----- Model predictio
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Fig. 5 Schematic of neural network
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Fig. 7 Neural model training result
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Fig. 8 Neural Networks model validation using 2009 20d0 data
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