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Abstract—In DMVC, we have more than one options of sources 

available for construction of side information. The newer techniques 
make use of both the techniques simultaneously by constructing a 
bitmask that determines the source of every block or pixel of the side 
information. A lot of computation is done to determine each bit in the 
bitmask. In this paper, we have tried to define areas that can only be 
well predicted by temporal interpolation and not by multiview 
interpolation or synthesis. We predict that all such areas that are not 
covered by two cameras cannot be appropriately predicted by 
multiview synthesis and if we can identify such areas in the first 
place, we don’t need to go through the script of computations for all 
the pixels that lie in those areas. Moreover, this paper also defines a 
technique based on KLT to mark the above mentioned areas before 
any other processing is done on the side view. 
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I. INTRODUCTION 
RADITIONALLY, video encoders have been of a higher 
complexity as compared to the decoder in case of single 

source as well as multiple source video encoding. For video 
transmission of multiple camera, however, Multiview 
Distributed Coding requires shift of complexity from Encoder 
to Decoders where decoder has to jointly decode video streams 
for multiple cameras commonly known as Wyner Ziv Coding 
[1].In the absence of traditional encoding decoding 
architecture, Side Information plays an important role in 
reconstruction of frames that have not been intra decoded; 
these frames are also known as Wyner Ziv Frames. Side 
Information can either be constructed from decoded key 
frames of WZ camera using Motion Compensated 
Interpolation [2] or through decoded key frames of side 
cameras using Homogrpahy Compensated Interpolation [2].  

Techniques like fusion [3] have been introduced to 
determine the choice of side information from these Side 
Information sources. The side information constructed through 
side camera cannot be fully mapped onto center (WZ) camera 
and thus leaves some “holes” to be filled either by 
retransmission or use of side information constructed using 
MCTI. his paper introduces a technique to determine the holes 
that would be present in central camera so that process of 
Homogrpahy should not be applied to these blocks for 
construction of Inter View Side Information. Although this 
method intends to save some processing complexity in existing  
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fusion techniques, the results available yet are not comparative 
in nature to the existing techniques. Moreover, the results will 
also vary depending upon the type and quality of video. 

II. DEFINING IDENTIFYABLE AREAS 
We know that constructing a depth map [11] of a scene 

requires at least two images of the same scene. One image 
provides us the location of a certain point in space mapped 
upon a two dimensional image plane the depth of which is 
unknown. Using epipolar geometry, we can map all possible 
depths of that point in the image plane in space for which the 
point in the image plane will not change its location in the 
image plane; depth will be orthogonal to the image plane. 
When the same line is mapped on to the second image plane 
that is covering the same scene, we are presented with all the 
possible locations that that specific point in space can lie at in 
the second image plane. Fig. 1 shows one such scenario.  

If the projection point xL is known, then the epipolar line eR 
- xR is known and the point X projects into the right image, on 
a point xR which must lie on this particular epipolar line. This 
means that for each point observed in one image the same 
point must be observed in the other image on a known epipolar 
line. This provides an epipolar constraint which corresponding 
image points must satisfy and it means that it is possible to test 
if two points really correspond to the same 3D point. Epipolar 
constraints can also be described by the essential matrix or the 
fundamental matrix between the two cameras. If the points xL 
and xR are known, their projection lines are also known. If the 
two image points correspond to the same 3D point X the 
projection lines must intersect precisely at X. This means that 
X can be calculated from the coordinates of the two image 
points, a process called triangulation [4].  

 
Left view                                  Right view 

Fig. 1 Sample scenario with epipolar line on right plane and 
triangulation being done for various positions of X to find its exact 

depth 
 
If the above mentioned process goes on normally, we can 

get the required information with a certain exactness to 

T
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compute the image values at all pixels in intermediate frames 
by view synthesis. However, in a 3D scene, there are areas on 
object surfaces that are not covered by both the cameras at the 
same time. For those areas, use of epipolar geometry is not a 
possibility as correspondences of one XL in left image is not 
found anywhere in the right image. All such areas with no 
stereo correspondence can not yield results in synthesis that 
can surpass the results that can be achieved by temporal 
transformations and hence we mark these areas before the 
actual fusion mask generation begins [3]. We extend the same 
concept that we have used in images to the video domain 
because every frame in a video is an independent image. We 
call these areas the blind spots in the stereo view because we 
do not have stereo correspondences for these areas in the 
images and depth map can not be constructed for these areas. 
So, an accurate prediction in view synthesis for a center 
camera for the purpose of homography compensated 
interpolation can not be obtained [2], [3]. 

III.  SIDE INFORMATION GENERATION IN DMVC 
There are two ways in which side information could be 

generated in the Distributed Multiview Video Coding 
paradigm [3]; temporally or homographically.  For temporal 
side information generation, side information is generated 
using previous and forward frames from the same camera. 
Interpolation is computed based on the correspondences found 
in the two frames. For homography based side information 
generation, we compute the homography projection matrices 
relating the central view and the side views.  Homography is a 
3x3 matrix that related one view to another view in the 
homogeneous coordinate system. This means that the matrix 
consists of eight parameters other than the homogeneous factor 
h. We can extract equations for x and y from this matrix and 
solve for any values of λ. Depending on the model we use we 
calculate its parameters such that the sum of squared 
differences between the current frame and the warped side 
frame is minimized. To compute the model parameters, we use 
a gradient descent method [5]. 

IV.  FUSION MASKING 
Now that we have gotten two types of side information, we 

have to chose between the two or find a technique to use both 
the techniques simultaneously. This has been dealt with in one 
way in Ref. [3]. Both the methods are considered for each 
pixel of every frame for which side information has to be 
generated. A binary fusion mask is generated for the size of the 
target side information frame such that 1 indicates that the 
pixel is taken from the homography based side information 
and 0 represents otherwise. Previous and Forward frames are 
used to compare the quality of estimation that is provided by 
both the techniques at every particular pixel and based on that, 
the bit in the mask is determined. More specifically, each pixel 
from the previous frame is considered and the pixel that 
predicts it better from both side informations is searched. This 
is done by taking the difference between the current pixel from 
the previous frame and the pixel at the same position from 
both side infomations. If the homography-based side 

information has a smaller error, then, the binary fusion mask 
bit at this position is set to 1. Otherwise, if the block-based 
temporal side information has a smaller error, then, the binary 
mask bit for this pixel is set to 0. The same procedure is done 
for both the previous frame and the forward frame and or 
function is used to merge the two masks generated. Afterwards, 
the fused side information is generated based on the merged 
mask. This is the side information that is used to estimate the 
actual WZ frame. However, if we can only determine a few 
areas before hand that can not provide good results in any case, 
we will be able to cut down all the above stated procedures for 
lesser number of pixels in each frame. 

V. EARLY DECISION TECHNIQUE 
The purpose of this technique is to identify all such areas 

that do not have correspondence present in their respective 
side view and hence can be categorized to lie inside the blind 
spot of stereo view. The first step is to obtain synchronized 
side view frames for the particular frame for which we want to 
identify blind spots. We identify the good features to track [6] 
in one frame and apply the Lucas Kanade Method [8] for 
tracking them in the other frame. After obtaining a certain 
amount of correspondences, we run the iterative voting based 
RANSAC algorithm [12] to extract the eight best 
correspondences. Then, the fundamental matrix is computed 
between the two frames. Notice that this fundamental matrix is 
not the same as the homography matrix. 

 

Fig. 2 Flow diagram of proposed technique

Find good features to track

Synchronized 
L & R frames

Calculate correspondences 
using KLT 

Calculating best 
Fundamental Matrix using 
Voting based technique 

Find block 
correspondences for L in R. 

Mark founds as 1 

Early Decision Bitmask
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Fig. 3 Sample images. Left image represents the view from a left side camera and Right image represents the view from a right side camera. 
Camera planes are considered parallel for this particular example however it is not a hard and fast binding or a restriction for application of this 

technique.Eight best features in the left images and their correspondences that were tracked using a voting based algorithm similar to ransac; 
fundamental matrix was constructed using these eight correspondences 

 
The fundamental matrix that relates any two frames works 

on the basis of epipolar geometry. If we pick any point on the 
left frame and take its product with the fundamental matrix, we 
will obtain a line on the right frame somewhere on which that 
specific point will be mapped; the point has to be visible in 
both the frames. The next step is to pick blocks on the first 
frame, calculate the epipolar line on the second frame by 
taking the product of the block’s center coordinates with the 
fundamental matrix and searching for correspondence on that 
epipolar line in the second frame. Multiple methods like 
diamond search, MAD or Graph Cut based technique [10] 
could be used for obtaining correspondences. However, we 
used simple 2D cross correlation along the epipolar line. The 
block with the highest correlation is considered as the best 
match; the best match has to lie above a certain threshold.  

All such blocks for which the matching is successfully 
found in the second frame are marked as white or 1 in the early 
decision bit mask. All the remaining areas are left as 0. All 
areas that are represented by 0’s are the areas with no 
matching in the corresponding second camera image and hence 
depth for those regions can not be computed using 
triangulation [4]. This bit mask is used as the initial state for 
the first stage in the already present fusion technique described 
earlier. However, no further calculations for stereo matching or 
side view synthesis will be done for the pixels marked in the 
bitmask with 0’s. It is sure that a demography based 
interpolation will not provide good enough results for these 
regions and no further decision is to be taken for these regions. 
On the other hand, the already defined procedure [3] will be 
worked upon all the pixels marked as 1 in this early decision 
bitmask. This means that it is still possible to have better 
results from temporal interpolation even though demography  
compensated side information can be computed. Fig. 2 shows 
a simple flow of the technique. 

 
 
 
 
 
 
 

VI. RESULTS 

 
 

Fig. 4 Red marked boxes on the left side image represent the features 
extracted as good tracking features and they were further tracked 

using KLT 
 

 
Fig. 5 An early decision bitmask that contains pixels marked as black 

representing the blind spots and pixels marked as white for which 
decision is pending and will be considered when using the fusion 

technique 
 

The results obtained from the method show that for videos 
with higher disparity in cameras, a reasonably large percentage 
of pixels can be pruned by early decision and a lot of 
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processing could be saved the frames involved. The results 
show marking of blind spots based on two different situations; 
blind spots created due to non-overlapping videos and blind 
spots created due to the three dimensional nature of objects 
inside the frames. Although our emphasis has been on the 
latter one but both types of markings contribute towards saving 
extra computation that is done on areas with no hope of 
providing good results through homography compensation 
techniques. Fig. 3 shows both left and right views of the 
sample image and the best eight correspondences that were 
found using the voting based technique for computing the 
fundamental matrix. Fig. 4 shows the good features that were 
found for tracking. Fig. 5 displays an early decision bitmask 
that contains pixels marked as black representing the blind 
spots and pixels marked as white for which decision is pending 
and will be considered when using the fusion technique. 

Notice that the output in Fig. 5 will be one of the inputs of 
the existing fusion mask generation procedure. This means that 
the existing method for generating fusion mask will change 
very slightly to accommodate the pruning that is done by early 
decision bitmask generation. In the image shown, the total 
number of pixels was around 204,800. The overlap between 
the two images was around 86% and the rest of the areas had 
no overlap for stereo matching. The output shows that around 
79% of the pixels were marked white and correspondences for 
those pixels were found. However, 7% pixels were found to be 
lying in blind spots and hence marked so. The fusion mask will 
only work for the remaining 79% pixels saving computing for 
around 21% pixels which amount to 43,200 pixels in this 
image. 

VII. FUTURE RESEARCH AND WORKAROUNDS 
As metioned, this technique is supposed to save 

computation and improve the performance of the decoder in 
side information generation by pruning certain regions that can 
not amount to good estimations. Although the results show 
reasonable amount of pruned pixels for a certain medium level 
of disparity containing video, this has been done using extra 
steps for pre-processing. More implementation is pending that 
will establish more specific comparisons in terms of 
processing cycles, memory requirements and time consumed 
for the fusion based technique alone and the fusion based 
technique combined with the early decision technique 
introduced in this paper.  

Moreover, there can be ways which, if used, can fill the 
blind spots in stereo in various ways. A few of such methods 
have been devised as formal research papers such as one in 
Ref [13]. Our technique helps identifying the blind spots that 
can either be marked as useless for further use in simpler 
fusion techniques, but it is still possible to somehow fill these 
areas with appropriate material. The reason for that is even 
though correspondences are not available, deductions from 
simple observations can still be applied and using those, we 
can fill those holes with reasonably suitable material. For 
instance, we know that if an object is occluding another object, 
the occluded object will lie further away from the camera as 
compare to the occluding object. If we can detect objects using 
some techniques, techniques that are also available currently 
but somewhat complex, we can use data from only one camera 
as well to fill the areas marked as blind spots in our technique. 

The break point at which it gets better to use the technique 
introduced in this paper has to be carefully defined for various 
kinds of videos. Moreover, based on these results, alterations 
can be made to decoder and encoder designs. One such idea 
can be that the encoder keeps a buffer of the frames it has 
captured and not sent and if the previous and forward frames 
are not available for a certain frame and the stereo vision can 
not provide for enough required pixels, the decoder could 
request for a certain frame from the encoder and use it to 
temporally decode the targeted frame based on motion 
compensation techniques. Various other modifications could 
be thought of. 
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