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Efficient Block Matching Algorithm
for Motion Estimation 
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Abstract—Motion estimation is a key problem in video 
processing and computer vision. Optical flow motion estimation can
achieve high estimation accuracy when motion vector is small.
Three-step search algorithm can handle large motion vector but not
very accurate. A joint algorithm was proposed in this paper to
achieve high estimation accuracy disregarding whether the motion
vector is small or large, and keep the computation cost much lower
than full search.
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I. INTRODUCTION

OTION is a prominent source of temporal variations in
image sequences. Motion in image sequences acquired

by a video camera is induced by movements of objects in a 3D 
scene and by camera motion. Thus, camera parameters, such 
as its 3D motion (rotation, translation) or focal length, play an
important role in image motion modeling. If these parameters
are known precisely, only object motion needs to be 
recovered. However, this scenario is rather rare and both
object and camera motions usually need to be computed. The 
3D motion of objects and camera induces 2D motion on the
image plane via a suitable projection system. It is this 2D
motion, also called optical flow, which needs to be recovered 
from intensity and color information of a video sequence.

2D motion finds diverse applications in video processing
and compression as well as in computer vision. In video
processing, motion information is used for standards
conversion (motion-compensated 3D sampling structure
conversion), noise suppression (motion-compensated filtering) 
or deblurring (motion-compensated restoration). In computer
vision, 2D motion usually serves as an intermediary in the
recovery of camera motion or scene structure. In video 
compression, the knowledge of motion helps remove temporal
data redundancy and therefore attain high compression ratios.

In video compression, consecutive video frames are similar
except for changes induced by objects moving within the
frames. In the trivial case of zero motion between frames (and
no other differences caused by noise, etc.), it is easy for the
encoder to efficiently predict the current frame as a duplicate 
of the prediction frame. When this is done, the only
information necessary to transmit to the decoder becomes the
syntactic overhead necessary to reconstruct the picture from

the original reference frame. When there is motion in the
images, the displacement of moving objects between
successive frames will be estimated (motion estimation) first. 
The resulting motion information is then exploited in efficient
inter-frame predictive coding (motion compensation).
Consequently, the prediction error is transmitted. The motion
information also has to be transmitted, unless the decoder is 
able to estimate the motion field. An efficient representation 
of the motion is thus critical tin order to reach high 
performance in video compression.
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In the field of motion estimation, many techniques have 
been applied [1]-[5]. Basically, these techniques can be 
divided into four main groups: gradient techniques, pixel-
recursive techniques, block matching techniques, and
frequency-domain techniques. Among those four groups, 
block matching is particularly suitable in video compression
schemes based on discrete cosine transform (DCT) such as 
those adopted by the recent standards H.261, H.263 and 
MPEG family [6].

Optical flow estimation has been extensively researched.
Although most optical flow estimation algorithms are gradient
(for each pixel) based algorithms, they also can be applied to
blocks. Optical flow methods such as Lucas-Kanade’s [7]
achieve high accuracy for scenes with small displacements but 
fail when the displacements are large. 

In order to achieve high accurate motion estimation without 
fail when displacements are large, a joint algorithm is
proposed in this paper. The rest of the paper is organized as 
follows. Optical flow algorithm and block matching
algorithms will be described in section II and III. The joint
algorithm will be presented and the performance will be
evaluated in section IV. The simulation results demonstrate
the significant achievement of the proposed joint algorithm.

II. OPTICAL FLOW

The hypothesis of optical flow estimation is that the image
luminance is invariant between frames.

),(),( ttXXEtXE (1)

where X=[x, y]T. The Taylor series expansion of the right hand 
side of (1) gives

tEXEtXEttXXE t),(),( (2)

where E = [( E/ x), ( E/ y)]T is the gradient operator.
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Assuming t 0, and defining the motion vector v = (vx,
vy)T= X/ t, we obtain

(3)0/ tEvE

Equation (3) is known as the spatio-temporal constraint
equation or the optical flow constraint equation.

As the image intensity change at a point due to motion
gives only one constraint, while the motion vector at the same
point has two components, the motion field cannot be 
computed without an additional constraint. Lucas and Kanade 
[7] implemented a least square fit of local first-order
constraints (3) to a constant model for v by minimizing

2]/)()([)( tpEvpEvL ii   (4) 

The solution of (4) is given by

bAvAA TT )(          (5)

where, for a block with n  n pixels at time t,
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If the position of pi is (x, y) in frame t, then 
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For a block with n  n pixels, it requires 2n2 addition to
calculate the matrix A (Ex and Ey), and n2 addition to
calculate the vector b (-Et).

The solution of (5) is v = (ATA)-1AT b, which is solved in
closed form when (ATA) is nonsingular. Otherwise, v = 
(ATA)+AT b, where (ATA)+ is the generalized inverse matrix of
(ATA).

In general, for a matrix multiplication Am n Bn k = Cm k

requires m k n multiplication and m k (n-1) addition.
Therefore, it needs 2 2 n2 multiplication and 2 2 (n2–1)
addition to calculate (AT

2 n
2  A2 n

2), 2 1 n2 multiplication
and 2 1 (n2–1) addition to calculate (AT

2 n
2  bn

2
1). Also, it 

needs one 2 2 matrix inverse for (ATA) -1
2 2, plus 2 1 2

multiplication and 2 1 1 addition to calculate (AT A)-1
2 2  (AT

b)2 1. Therefore, it requires total 6n2 multiplication and about 
9n2 addition, plus one 2 2 matrix inverse.

III. BLOCK MATCHING

In block matching algorithms, each macroblock (8×8 
pixels) in the new frame is compared with shifted regions of
the same size from the previous frame, and the shift which
results in the minimum error is selected as the best motion
vector for that macro-block. The motion compensated
prediction frame is then formed from all the shifted regions
from the previous decoded frame.

In most systems, the “best” match is found using the sum of 
absolute error (SAE) criterion. The SAE of two blocks, X and 
Y, with n × n pixels is defined as 

n

i

n

j
jiYjiXYXSAE

1 1
|),(),(|),(    (10)

The computation cost for each SAE calculation is 2n2

additions.
There are several well-known algorithms that perform the

block matching motion estimation. The full search algorithm
(FSA) [3]-[5] that determines the motion vector of a
macroblock by computing the SAE at each location in the 
search area (basically 7 pixels). This is the simplest method,
it provides the best performance, but at a very high
computational cost: 15×15=225 SAE calculation, i.e.
225×2n2=450n2 additions.

Significant computation savings can be made with
hierarchical search algorithm, also called three-step search 
algorithm [8]. In three-step search algorithm, eight positions
around a center are tested and the position of minimum
distortion becomes the center of the next stage. For a center 
[cx, cy] and step size s, the positions [cx-s, cy-s], [cx-s, cy],
[cx-s, cy+s], [cx, cy-s], [cx, cy], [cx, cy+s], [cx+s, cy-s], [cx+s,
cy], [cx+s, cy+s] are examined. After each stage the step size 
is reduced.

Fig 1. An example of three-step search algorithm.

The maximum displacement is ±6 pixels in both directions 
(as in Figure 1) with step size 3, 2, 1. This allows the
algorithm to halt in three steps and hence its name. There are 
also variants allow the maximum displacement to be ±7 pixels
with step size 4, 2, 1. 

Three-step search algorithm needs to calculate total 9×3=27
SAE, i.e., its computation cost is 27×2n2=54n2 additions.
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IV. SIMULATION AND THE JOINT ALGORITHM

In order to evaluate the performance of optical flow, full
block search and three-step search algorithm, two video
sequences were used. One is the “Claire” video sequence, 
which is composed of one woman talking with small motions
before a flat background. Another is the “Table Tennis” video
sequence, which is composed of a high speed moving objects.
Figure 2 and 3 show two scenes from these two video
sequences.

Fig 2. “Claire” video sequence 

Fig 3. “Table tennis” video sequence 

The SAE of optical flow, three-step search, and full search
algorithms for “Claire” video sequence are 80.28, 87.94 and 
72.09. The prediction errors of optical flow, three-step search, 
and full search algorithms for “Claire” video sequence are
shown in figure 4. 

(a) Prediction errors of optical flow 

(b) Prediction errors of three step search 

(c) Prediction errors of full search 

Fig 4. Prediction errors for “Claire” 

The SAE of optical flow, three-step search, and full search
algorithms for “Table Tennis” video sequence are 685.33,
293.58, and 220.67. The prediction errors of optical flow,
three-step search, and full search algorithms for “Table 
Tennis” video sequence are shown in figure 5. 

(a) Prediction errors of optical flow 

(b) Prediction errors of three step search 
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(c) Prediction errors of full search 

Fig 5. Prediction errors for “Table tennis”

Optical flow method achieves high accuracy for scenes with 
small motion vector and small displacements (< 1-2 
pixels/frame) but fail when the motion vector and 
displacements are large [9]. It is understandable; because the 
invariant luminance hypothesis of optical flow is invalid when
there is a large motion vector and displacement like the 
example in figure 6.

Fig 6. Example of luminance change between frames.

The full search algorithm has the most accurate estimation
result. However, the computation cost is much higher than the
others. Three-step search algorithm can handle large
displacements efficiently but are not very accurate [10] [11],
because it only search sub-optimal result in each step, instead
of searching optimal result from global area. 

The best scenario would have high estimation accuracy 
disregarding whether the motion vector is small or large, and
the computation cost is not too much. A straightforward idea
is using three-step search algorithm and optical flow
estimation at the same time. After compute the prediction
error, the motion vector which produces smaller error would
be used as the estimation result. The algorithm can be written
as follows:
1) Use optical flow algorithm to estimate the motion vector 

Vopt, and calculate the prediction error Erropt.
2) Use three-step search algorithm to estimate the motion

vector V3step, and calculate the prediction error Err3step.
3) If Erropt< Err3step, V= Vopt, otherwise, V= V3step.
4) Return V as the final estimation result.

“Claire” and “Table Tennis” video sequences also were
used to evaluate the performance of this joint algorithm. Table
I shows the simulation results of optical flow, three-step
search, full search, and the joint algorithms. The prediction
error images are shown in Figure 7. 

TABLE I PREDICTION ERRORS OF OPTICAL FLOW, THREE-STEP SEARCH, FULL 
SEARCH, AND THE JOINT ALGORITHMS FOR VIDEO “CLAIRE” AND “TABLE

TENNIS”
Optical
Flow

Three-Step
Search

Full
Search

Joint
Algorithm

“Claire” 80.28 87.94 72.09 73.32
“Table
Tennis” 685.33 293.58 220.67 238.40

(a) Prediction errors of "Claire" 

(b) Prediction errors of "Table tennis" 

Fig 7. Prediction errors of the Joint Algorithm

From Table1, it shows clearly that the prediction error of
the proposed joint algorithm is nearly as small as the full
search algorithm. At the same time, the computation cost of 
the joint algorithm is only the sum of optical flow and three-
step search, which is (54+9)×n2=63n2 addition, 6n2

multiplication, plus one 2 2 matrix inverse, for a block with n
× n pixels. It is still much lower than the computation of full
search, which requires 450n2 addition for a block with n × n
pixels.

V. CONCLUSION

An efficient algorithm with joint of optical flow and three-
step search is presented in this paper. The joint algorithm can
achieve high accuracy disregarding whether the motion vector 
is small or large, and the computation cost is not too much.
Two video sequences, “Claire” which only contains slow
moving objects, and “Table Tennis” which contains high
speed moving objects, were used to test the performance of 
optical flow, three-step search, full search, and the joint
algorithm. The result shows that the joint algorithm works
nearly as well as the full search algorithm, while cost much
lower computation.
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