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Heuristic method for judging the computational
stability of the difference schemes of the
Biharmonic equation
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Abstract—In this paper, we research the standard 13—point differ-
ence schemes for solving the biharmonic equation. Heuristic method
is applied to judging the stability of multi-level difference schemes
of the biharmonic equation. It is showed that the standard 13—point
difference schemes are stable.

Keywords—Finite-difference equation; Computational stability;
Hirt method.

[. INTRODUCTION

HE computational stability of finite-difference equations

has been studied for many years. It is so important in
many subdisciplines, for example, computational mechanics,
numerical weather prediction, computational physics, etc. To
solve these problem, there are energy method, Von Neumann
method, Fourier method and Heuristicl)» (0] method. The
Heuristic method is our main concern, which is a method
of approximate analysis. The biharmonic equationm’ 2], 3]
which is one of the most important partial differential equa-
tions is applied in all subject areas of fundamental importance
to the engineering sciences such as the theory of elasticity,
mechanics of elastic plates and fracture mechanics. In general,
the above problem can be solved by either a finite difference
method3): 4 or a finite element method. The finite difference
method always seems to be the best choice not only for regular
regions but also for more complex regions when appropriate
extrapolation techniques are applied to the boundaries. In this
paper, we research the standard 13—point difference schemes
for solving the biharmonic equation and discuss how to use
Heuristic method to analyze correctly the stability of multi-
level difference schemes.

II. THE STANDARD 13-POINT DIFFERENCE SCHEMES

In this section, we consider the biharmonic equation on the
unit square [0,1]? with the mixed type of the clamped and the
support boundary conditions,

Ugzzr + Qszyy + Uyyyy = f7 m Sv (D
u=g,on 1, 2)

Guang Zeng and Jin Huang are with the School of Mathematical Sci-
ences, University of Electronic Science and Technology of China, Chengdu,
Sichuan, 610054, PR China, e-mail: zengguang5340@sina.com(G. Zeng);
huangjin123456@163.com(Jin Huang).

Zi-Cai Li is with Department of Applied Mathematics and Depart-
ment of Computer Science and Engineering, National Sun Yat-sen Uni-
versity, Kaohsiung and National Center for Theoretical Science, Taiwan.
zcaili@math.nsysu.edu.tw

ou FPu

%IQOHFD,W:‘Q on 'y, (€))
where I' = 0S = ABUBCUCDUDA,T'p = ABUCDUDA
and 'y = BC. The functions in (1)-(3) are supposed to be

bounded

1Fllo.s <, llgllo.r < C, llg™llor, < C; [lg™ llory <C,

€]
where C is a bounded constant, and

[1f]lo,s = //de& llgllo.r = W. 5)

Divide S by the uniform difference grids x; = ih,y; = jh,
where h = 1/N. We use the standard 13-point finite difference
equations (FDEs) to solve (1)-(3). The interior difference
equations can be easily obtained as

20u; 5 — 8[ui+1,j +Ui—1,5 + Ui j+1 + umv_l]
F2[uiq 1,541 + i1 j—1 + i1 1+ U1 5-1)
Firo; HUi—oj+ui g2t g0 =h'f;;3<i,j<N-3.
(6)
For the boundary of FDEs at ¢ =2, N —2 or j = 2, N — 2,
some values in (2) are known, to give a nontrivial contribution
of the vector b. Take (N — 2,j) for example, we have the
boundary of FDEs at (N — 2, j),
2Mun—1,j41 + UN—1j-1 + UN—3j+1 + UN—3j—1]
+20un_2; +uN_4; +UN_2j42 T UN_2;_2
—8[un—_1,j FuUN_3; + UN—2,4+1 T UN—2,;—1]
=h'fn-2;—gn;3 << N =3, (7)
where g; ; = g(ih, jh). For the boundary of FDEs at i =
I,N—-1or j = 1,N — 1, we have to use the boundary
conditions in (3). Take (N — 1, j) for example. From (3), we
have the approximation
UN+1j = UN—1; + 2hgy ;- 3
Then for (N —1,j) we obtain the boundary of FDEs from (6)
and (8),

2[UN_2j41 +UN—2-1] FUN_3,j + UN_1j+2 + UN_1,j—2

+2lun_1,; — 8[un—2,; + un—1,; + un—1,j+1]

= B fN1+8gn i —2lgN jr1+gn 1] —2hgN j,3 < j < N-3.
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The FDEs at (1, ) and (4,1) can be obtained similarly.
Nextly, consider the boundary of FDEs at BC. An approx-
imation is obtained from (3)

Ui N1 — 2Ui N + U N—1 = thfjv, (10)

to give
Ui N+1 = 20in — Ui n—1 + BPg N (11)

Hence the boundary of FDEs at (i, N — 1) are obtained from
(6) and (11)

19u; N—1 — 8[Wit1,N—1 + Ui—1,N—1 + Ui, N—2]

+2[Uir1,N—2 + Ui—1,N—2] + Uito, N—1 + Ui—a, N—1 + U N—3

= h*fi N—1469i N —2[gi+1, N+ gi—1,8]—h*g] N, 3 < i < N-3.

(12)
For the (i,j) near the corners, we may obtain difference
equations similarly. Take the corner (N — 1,N — 1) for
example. We obtain the boundary of FDEs at (N —1, N —1)
from (6), (8) and (11),

20un_1,n—1 — 8[uN—2 N—1 + UN—1,N—2]
+2un_o N—2 +tUN_3 N—1 +UN_1,N-3

=h*fn_1N-1+6gn_1,N — 2hgy N—1 — hgN_1 N

+8gn,n—1 — 2(gn,N + gN,N—2 + GN—2,N)- 13)

For other corner nodes such as (1, 1), (1, N—1) and (N—1,1),
we can obtain the similar boundary of FDEs easily. From (6),
(7), (9) and (12), we can also obtain all the FDEs for the other
special nodes: (2,2), (2, N —2), (N —2,2), (N —-2,N —2),
(172)’ (27 1)7 (17N - 2)’ (N -2, 1)’ (27N - 1)7 (N - 172)7
(N—-2,N—1)and (N — 1, N — 2). In summary, we may
write all those FDEs as the forms in matrix and vectors,

Ax =0, (14)
where
E, F I
F FEy, F 1
I F Ey, F I
A: 9
I F Ey, F 1
I F Ey F
I F E;
with
20 -8 1
-8 21 -8 1
1 -8 21 -8 1
E1: )

1 -8 21 -8
1 -8 20

19 -8 1
-8 20 -8 1
1 -8 20 -8 1

1 -8 20 -8 1
1 -8 20 -8
1 -8 19

A e RW-D>WN=1? g By, [ e RN-DX(N-1) and T
be the identity matrix, F' is a tridiagonal (N — 1) x (N —1)
matrix with defined recursively(using Matlab notation) as

F= diag(ala 0) + dia’g(bly _1) + diag(cly 1)7

where a3 = —8 % ones(N — 1,1), by = 2 % ones(N —
2,1) and ¢; = 2 % ones(N — 2,1). The unknown vec-
tor r = (“1,17 UL N, JUN—1,15""" »UN—l,N—l)T-
The vector b has been known.

The biharmonic equation can be equivalent to the following
difference operator equation

Aiu(zi,yj) (§4u” + 262682 U5 + 5;1Ui,j) (15)

20y
where 6% = 55(65), 6y = 02(02), 02 = u(wipr,y;) —
2u(xi,yj) + u(wio1,y5), 0 = u(wi,yjr1) — 2u(wi,y;) +

(i, yj-1)-

III. THE STABILITY OF THE FINITE DIFFERENCE SCHEMES

In this section we discuss how to use Heuristic stability
analysis method to analyze correctly the stability of the finite
difference schemes. This method can be used to judge the
stabilities of difference schemes by deleting the high order
error and lefting the lowest error item in the Taylor series
expansion of the finite-difference schemes in some fixed point.

Theorem 3.1 For the above finite difference schemes, they
are of absolute stability.

Proof. We consider the biharmonic equation (1), i.e.
o'u 9'u 'u
=0. 16
9t 20202 T ot (16)
Its corresponding finite difference schemes is
1, 02 02 0?
72 [@u(ifwrhyj) - Q@U(ﬂﬁi,yj) + @U(ﬂﬁiqa Y]
82 2 82
+2 x [87:(/2”(1'1‘4—173&) - 287!2“(961'72/3') + aTJgU(Ii—hyj)]

APu(z,y) =

82 2 82
Hgp e vin) = 25 sul@iy) + 5 gu(wi i)} = 0.
(17
Using Taylor series expansion at point (x;, y;), we have

Q%U(zi,yj) + %u(mi—lvyj)
h?
84 j h2 86
= [@ (xmyjﬂ 6 [8 6 (‘Tlvyj)]] +O(h2) (18)

n2
%U(Ii-s-l»yj) -

13



International Journal of Engineering, Mathematical and Physical Sciences
ISSN: 2517-9934
Vol:4, No:1, 2010

2 2 2
g?u(l'i, Yjr1) — Qaa—wu(xi,yj) + aa?u(l'i, Yj—1)

[P
a4 . h2 86 .
= [@u(xhyj)}i + g[aiyﬁu(xhyj)u +O0(h%)  (19)
Zru(wipr, y;) — 28z u(@i, ;) + Hau(@io1,y;)
n2
4 ) 2 96 Y 6 is Y5 )i
_ulwnyy)yy WOl yy) | Oul@n i)y ),
9228y2 120 9z20y* Ox40y?
(20)
Because of 4 4 4
duw Ou_ 5 du_
ort Oyt T0x20y?

and (17)-(20), we obtain

@+2 a4u +847u_,h72(867u+@+ aﬁu + 86u )

Ozt TOx20y? Oyt 6 0x8  OyS 0220yt ' HxiOy?
h2 9% 9w O'u, 92 9w d'u

=502 oy Yo lon T oy

h2. 9'u u
=— O(h?). 21
3 Batays ¥ Buioge) T O e
After deleting the high order error item, we have
d'u d'u o' h2 9'u 'u
971 T 25252 T 90i = 3 5000 T poigga)
Ox 0x20y y 3 "0x%0y 0x*dy
Since h? /3 > 0, the above finite difference schemes are of
absolute stability. The proof of Theorem 3.1 is completed.
The heuristic analysis method is proved to be effective for
the computational stability analysis of the difference schemes
for the biharmonic equation.

)]

(22)
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