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introduced in the works of Chang and Zadeh [212].[&ince

Abstract—We consider different types of aggregation opesatothen, the FN have been studied by different authid} —
such as the heavy ordered weighted averaging (HOWg&jator and [29]. Among the wide range of FN existing in thiedature, we
the fuzzy ordered weighted averaging (FOWA) operatd/e  coy|d mention for example, the triangular FN, tzgeal FN,
introduce a new extension of the OWA operator dallee fuzzy | FN, intuitionistic FN, interval-valued FN, et®ith this

heavy ordered weighted averaging (FHOWA) operaldre main . o
characteristic of this aggregation operator is thatleals with Packground, we can see that sometimes it is bteitese the

uncertain information represented in the form aiziunumbers (FN) OWA operator with FN. Then, we need to use the yfuzz
in the HOWA operator. We develop the basic conceyts¢his ordered weighted averaging (FOWA) operator. Thisrator

operator and study some of its properties. We diseelop a wide has been studied by different authors such as]is [3], [8],
range of families of FHOWA operators such as thezyupush up [10].
allocation, the fuzzy push down allocation, the zfuzmedian

allocation and the fuzzy uniform allocation. Going a step further, we can see that sometimesi®WA

operator can also be affected by uncertain sitngtthat need
Keywords—Aggregation operators, Fuzzy numbers, Fuzzy owAo be assessed with FN. Due to this, in this pagesuggest

operator, Heavy OWA operator. the use of FN in the HOWA operator. For doing s@ w
develop a new extension of the OWA operator cateduzzy
I. INTRODUCTION heavy ordered weighted averaging (FHOWA) operaidre

HE ordered weighted averaging (OWA) operator iggyv main ch‘are.\cteristic. of this operator is that ilide to deal vyith

common method for aggregating the information. #sw Uncertain information in the HOWA operator. Theh,can
introduced in [1] and since its appearance it lenhused in a Provide a wider class of aggregation operatorsllowang the
wide range of applications [2] — [20]. One of itsaim weighting vector to range_from the FOWA operatorthp
characteristics is that it provides a parameteritadily of fuZzy total operator. We will study the main corisepf this
aggregation operators that includes among othens, (€W extension and we will develop a wide _rangea]‘tlpular
maximum, the minimum and the average criteria. cases such as the fuzzy push up allocation, they fpmsh

In [18], Yager introduced a new extension of the ®W doyvn aIIocathn, the fuzzy median allocation, thezzy

operator called the heavy ordered weighted avegagitniform allocation, etc. , ,
(HOWA) operator. The main characteristic of thiegor is _ " order to do so, this paper is organized as Weloln
that it provides a parameterized family of aggriegat SECtion Il we review some aggregation operators assthe
operators that includes among others, the mininthmpwA FOWA and the HOWA operator. In Section Il we irduze
operator and the total operator. As we can ses,dperator "€ FHOWA operator and in Section IV we develogedént
allows the weighting vector to range between the sow f@milies of FHOWA operators. Finally, in Section we
operator and the total operator. This extensionaiss been Summarize the main conclusions found in the paper.
studied in [7], [19].

Sometimes, the available information is uncertamd a
cannot be assessed with exact numbers. Themétissary to
use another approach to represent the informa#omwery
useful approach for representing the uncertainrimnéion is
the use of fuzzy numbers (FN) in the problem. Thevkere

Il.  PRELIMINARIES

A. Fuzzy OWA Operator

The FOWA operator has been studied in [3] — [5], [80]
and it represents an extension of the OWA operator.
Essentially, its main difference is that it usescarnain

information in the arguments of the OWA operatq@resented
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fuzzy maximum, the fuzzy minimum and the fuzzy aegr
criteria, among others.

that for the maximunm(W) = 1, for the minimuma(W) = 0
and for the average criterigW) = 0.5.
The second measure introduced also in [1], is datle

Definition 1. Let ¥ be the set of FN. A FOWA operator ofentropy of dispersion dV and it is used to provide a measure

dimension n is a mapping FOWA¥'— ¥ that has an
associated weighting vectd¥ of dimensionn such that the
sum of the weights is 1 ang O [0,1], then:

FOWA(al, az i_ (1)

whereb; is thejth largest of the, and the& are FN. Among
others, we could mention as examples of FN, thengular
FN, the trapezoidal FN, the L-R FN, the intervaleem FN,
the intuitionistic FN, etc. For further informatiaf FN, see
for example [21] - [29].

Note that it is also possible to use FN in the Wweig
vector of the FOWA operator. The motivation for mipiso is
because sometimes it is not clear the attitudiharacter of
the decision maker and he prefers to use diffedegtrees of
optimism or pessimism in order to take the decisibue to
the fact that this problem has a lot of internaltpems such as
the problem that the sum of the weights is not ixane, etc.,
we will not consider this situation here.

Note also that sometimes, it is not clear how trder the
arguments. Then, it is necessary to establish tariom for
comparing FN. For simplicity, we recommend to fellthe
policy explained in [26], [27].

From a generalized perspective of the reorderieg, sive
have to distinguish between the descending FOWAQDR)
operator and the ascending FOWA (AFOWA) operatdre T
weights of these operators are relatedvpy w*, .1, wherew;
is thejth weight of the DFOWA anev*, ., thejth weight of
the AFOWA operator.

of the information being used. It is defined as:

HW)= - ile In(w;) 3)
J:

That is, ifw, = 1h for all j, thenH(W) = In n, and the
amount of information used is maximumwf= 1 for somg,
known as step-FOWA [5], [14], thed(W) = 0, and the least
amount of information is used.

The third measure was introduced in [18], it islexhlthe

divergence ofV and it is useful in some exceptional situations.

It is defined as:

Div(W) = zw ( —a(W)j @

Finally, a fourth measure that could be used ferghalysis
of the weighting vectoW is the balance operator [16]. It is
useful to analyse the balance between favouringithements
with high values or the arguments with low valuksan be
defined as follows.

®)

BAL(W) = Z[n+nl 12])WJ

It can be shown thaBAL(W) O [-1, 1]. Note that for the
maximum we geBAL(W) = 1, for the minimumBAL(W) = -
and for the average criteriBAL(W) = 0. Also note that for the
median and the olympic averadg@AL(W) = 0. For the Arrow-
Hurwicz aggregation, assuming that the usual agdi@y of

The FOWA operator is commutative, monotonic, boehdethis method isiMax{a;} + (1 — A)Min{a}, BALW) = 24 - 1.

and idempotent. Different families of FOWA operatcan be
obtained by choosing a different manifestatiorhie weighting
vector such as the step-FOWA operator, the wind OMA

As it can be shown, for an optimistic situation,end1 > 0.5,
the balance is positive and for a pessimistic Sinawhere/
< 0.5, the balance is negative.

operator, the FOWA median operator, the S-FOWA, the Note that it is also possible to study these messwith the

centered-FOWA operator, etc. Further information tbaese
families can be found in [5].

Another interesting issue to consider is the messsiior
characterizing the weighting vector of the FOWA igpper and
the type of aggregation it performs. Among othevs, can
consider the attitudinal character, the entropglispersion, the

AFOWA operator. The measures are equal with they onl
different that now the reordering is ascendant.tTibathe
weights of both orderings are relatedwgy= w*, .1, wherew;

is thejth weight of the DFOWA an@v*, ., thejth weight of
the AFOWA operator.

divergence ofW and the balance operator. The first measure, B. Heavy OWA Operator

the attitudinal character [1], is defined as:

2l

a(w) = ZW

It can be shown tha&r O [0, 1]. The more of the weight
located toward the bottom ®¥, the closerr to 0 and the more
of the weight located near the topWf the closewrr to 1. Note

@)

The Heavy OWA operator was introduced in [18] ahd i
represents an extension to the OWA operator. Thivatmn
for using this operator is because there are giumtvhere the
available information is independent from each otired this
aspect needs to be considered in the aggregatichisl case,
the difference with the OWA operator is that thensof the
weights is allowed to be between 1 amdnstead of being
restricted to sum up to 1. With this, we get a widkass of
aggregation operators that include mean operatord a
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totalling operators. In the following, we providel&finition of 1 8 n-j
the HOWA operator as suggested by Yager [18]. a(W) = m Z[—) j @)

Definition 2. A Heavy OWA operator of dimensiom is a
mappingHOWA R' - R that has an associated weighting As it can be seem(W) O [0, 1]. Note that the total operator
vectorW of dimensiom such thaw; O [0, 1] and the sum of hasa(W) = 0.5.

the weights is between [], then: The second measure, the entropy of dispersionefisiedi
as:
n
HOWAR, B )2 |'Z=:1ijj © HW) = - 1 iw- In ad (8)
Wiz Il

whereb; is thejth largest of they.

From a generalized perspective of the reorderieg, sive Note that for the total operatdd(W) = - In n.
have to distinguish between the Descending HOWA The third measure that could be introduced for
(DHOWA) operator and the Ascending HOWA (AHOWA) characterizing the weighting vector of the HOWA ager, is

operator. The weights of these operators are telayew; =  the divergence diV. It can be defined as:
W* 51, Wherew; is thejth weight of the DHOWA anev*p, .4

thejth weight of the AHOWA operator. 1 n . 2
The HOWA operator is monotonic and commutative both Div(W) = —— ZWj (u_a(\/\/)J Q)
for the DHOWA and the AHOWA operator. It is monoion IWljz "\n-1

because ifa; > d, for all i, then, HOWAay,..., @) >

HOWA(,,..., d). It is commutative because any permutation Note that if Y| = n, we get the divergence for the total
of the arguments has the same evaluation. Note theat operator and it is the same divergence than theagee That
HOWA operator is not bounded by the minimum and thg, Div(W) = (1/12)[( + 1)/(h — 1)].

maximum. In this case, it is bounded by the minimamd the  Finally, the fourth measure, the balance operatould be

total operator which represents the sum of albttgeiments. defined in this case as follows:
By choosing a different manifestation of the weiigt
vector, we are able to obtain different types ofjragation 1 N (n+1-2]
operators. For example [18], the OWA operator ismfbwhen BAL(W) = Wi Zl(Tj j (10)
J:

the sum of the weights is one. The total operatdound when
the sum of the weights i The minimum is found whew, =
1,w; = 0 for allj # n and the sum of the weights is one. For It can be shown th&AL(W) U [-1, 1]. In this case, it}] =
obtaining the maximum and the average criteriacogd find N, We get the balance for the total operator.
it from different aggregations as the weightingtoecan be Note also that these four measures are reducdeetasual
higher than 1. We should note that these resultidcalso be definitions of the OWA and the FOWA operator whéh+ 1.
obtained for the AHOWA operators. By using the AHOWA operator, it is also possibleotttain
Another interesting issue to comment is the sunthef these four measures. It is straightforward to obt#ie
elements of the weighting vectuy that is denoted by Yager ascending version of these measures by looking hio t
[18] as W and it is called the magnitude W In order to descending one and assuming that the weights ddtt@WA
normalize this feature, Yager introduced a charimitg and the AHOWA are related by, = w*,j.1, wherew; is the
parameter called the beta value of the vediolt was defined jth weight of the DHOWA andv*,;.; the jth weight of the
asfW) = (W - 1)/ (0 - 1). SinceW O [1, n], then,s0 [0, AHOWA operator.
1]. As it can be seen, = 1, we get the total operator angif
= 0, we get the usual OWA operator. Note that fidssible to Il THE Fuzzy HEAVY OWA OPERATOR
look to the negation g8 [18]. Then,po= 1- 8. In this case, if = The fuzzy heavy OWA (FHOWA) operator represents an
p = 0, we get the total operator andgpif= 1, we get the usual extension to the OWA operator. It consists in usinghe
OWA operator. same operator the characteristics of the FOWA dpersith
Once analysed the magnitude \0f it is possible to study the characteristics of the HOWA operator. Then, shene
the measures used for characterizing the weightéagor of operator will use uncertain information represetritethe form
the HOWA operator. The first measure, the attitatin of FN with a weighting vector that ranges from HOWA
character, can be defined as: operator to the fuzzy total operator. It can beirgef as
follows.
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Definition 3. Let ¥ be the set of FN. A FHOWA operator of The FHOWA operator is monotonic and commutativenbot
dimension n is a mappingFHOWA ¥’ ¢ that has an for the DFHOWA and the AFHOWA operator. It is mooioic
associated weighting vect® of dimensionn such thaty 0  because if& > ¢ for all i, then, FHOWA@&,, &...., &) >

[0, 1] and the sum of the weights is betweem[1then: FHOWAé,,..., &y). It is commutative because any permutation
of the arguments has the same evaluation. ThHEHOWA®E,,

a,..., &) = FHOWAé,,..., &), where ..., é,) is any

n
FHOWAGE,, &,..., &) = Y w;b; (11) permutation of the argumentsi,( &,..., &). Note that this
1= operator is also bounded by the minimum and thal tot
operator.

whereb; is thejth largest of the, and thes; are FN. Among  |n this case, it is also interesting to analysertiagnitude of
others, we could mention as examples of FN to kel isthe the weighting vectorW|. Following the same methodology
FHOWA aggregation, the triangular FN, the trapeabiN, than the HOWA operator, we can define the magnifMef
the L-R FN, the interval-valued FN, the intuitiaisFN, etc. the FHOWA operator a8W) = (W - 1) / (0 — 1). Since\M O
For further information on FN, see for example [24P5]. [1, n], then, 301 [0, 1]. As it can be seen, ff = 1, we get the
Note that in this case, it is also possible to EBein the 5y total operator and iB = 0, we get the usual FOWA
weighting vector of the FHOWA operator. The motigatfor  operator. In the FHOWA operator, it is also possibol ook to
doing so is the same as in the FOWA operator. That the negation off. Then,p = 1- 4. If p = 0, we get the fuzzy
because sometimes it is not clear the attitudiharacter of ., operator and j = 1, we get the usual FOWA operator
the.d(.acision mak.er. a”‘?‘ he prefers to use diﬁfau!egtees of " As it has been explained in the HOWA operator, once
optimism or pessimism in order (o take the decision analysed the magnitude oM it is possible to study the
Note also that sometimes, it is not clear how trder the measures used for characterizing the weightingoveEor the

arguments. Then, it is necessary to establish tariom for FHOWA operator, we get the following. The first reaee, the
comparing FN. For simplicity, we recommend to fallthe attitudinal character. can be defined as:

policy explained in [26] — [27]. Note that other timeds could
be used for comparing FN.

N
Analysing the reordering step, we see that we have aW) = iz[uj w; (14)

distinguish between the Descending FHOWA (DFHOWA) IW]j=\n-1

operator and the Ascending FHOWA (AFHOWA) operator.

The DFHOWA operator is defined as in definition 3. As it can be seem(W) 0 [0, 1].

. Note that the formulation is the same than the HOWA
Definition 4. Let ¥ be the set of FN. An AFHOWA operatoroperator because the fuzzy arguments do not affectesult.

of dimensionn is a mappingFHOWA ¢/'— ¢ that has an Also note that the fuzzy total operator l§\) = 0.5.

associated weighting vectdY of dimensionn such thaw; O The second measure, the entropy of dispersion, bean
[0, 1] and the sum of the weights is betweem]1then: defined as:
n
AFHOWAAS,, &,..., &) = ijbj (12) HW) = _ 1 iw- In Wi (15)
= Wiz Iw

wherelby; is thejth lowest of thei;, and thef; are FN. As it can
be seen, the only difference against the DFHOWAatpe is
that the elements (j = 1, 2, ...,n) are ordered in an increasing
way: by< b, <... <b, Then, it is easy to see that the weights

Note that for the fuzzy total operatot(\W) = - Inn.
For the third measure, the divergencé\bfwe will use:

. 2
of these two operators are relatedvipy= w*,, .1, wherew, is Div(W) = 1 iW‘ [n— ] _a,(W)j (16)
the jth weight of the DFHOWA anev* 5, the jth weight of W= "\ n-1
the AFHOWA operator.
If we want to use a vector notation in the FHOW Aegdor, If W =n, we get the divergence of the fuzzy total operator

we could assume thd is a vector corresponding t0 theyng it is the same divergence than the fuzzy aeer@at is,
ordered argumentd; and we should call it the orderedDiV(W):(1/12)[®+1)/(n_1)]_

T, .
argument  vector. We ,ShOUId also assume thatis the Finally, the fourth measure, the balance operatou)d be
transpose of the weighting vector, then, we couioress the defined in this case as:
FHOWA operator both for the DFHOWA and the AFHOWA '
operator as: .
1 0(n+l1-2
) BALW) = Z(—Jjwj 7
FHOWAGL, &,..., &) =WB (13) IWTj=
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It can be shown th&ALW) O [-1, 1]. In this case, )] =
n, we get the balance for the fuzzy total operator.

Also note that these four measures are reduceaetogual
definitions shown in Section Il.A wheW] = 1.

These three measures could also be studied with
AUHOWA operator. Then, for the first measure we get

(18)

As it can be seemg(W) O [0, 1]. Note that the fuzzy total
operator has alsa(W) = 0.5.

- 1))) 00. Note that if8 = 0, Wpq = Wi, W, = 1 andw; = O for
allj #n, then,a(Wpg) = a(We) = 0. If B=1, Wpg = Wr, wj = 1
for all j anda(Wpg) = a(Wr) = 0.5.

Another special allocation that it is possible &etn the
tABIOWA operator is the fuzzy median type allocatibnthis
case, we have to distinguish between the case whgrven
or odd. Ifn is even, we allocate the weights for 1 toa as
Wasj = Warag = [L O (W - 2( - 1))/2)] 0 0. If nis odd, we
allocate the weights for = 1 toa asWas; = 1 andwas g =
Wasr4j = [1 O([(W - 1) - 2( - 1))/2)] O 0. As the weighting
vector is symmetrica(W) = 0.5. Note that if3 = 0, we get the
FOWA median and iff = 1, we get the fuzzy total operator.

The next type of allocation we will study is theepst

For the second measure, the result is the sameiths WyowAa operator. In this case, the weighting vedsdocused

DFHOWA operators although the reordering stepfiewint.
For the third measure, we get:

10 (-1 2
Div(W) = = 3w, (——a(W)J (19)

IWljz "\n-1

If W =n, we get the divergence for the uncertain totd)Ote that ifK

operator and it is the same divergence than theagee Also
note that ifwy, = 1 andw; = O for allj # k, theDiv(W) = 0.
And for the balance operator, we get:

1 n(2j-1-n
BALW) = — 3 (212270 )y,
i |W|jZ::1[ n-1 j .

It can be shown th&AL(W) O [-1, 1]. In this case, we also
get the balance for the fuzzy total operatovf# n.

IV. FAMILIES OF FHOWA OPERATORS

By using a different manifestation of the weightiwector,
we are able to obtain different families of FHOWpeoators.
For example, we can obtain the FOWA operator, thezyf
total operator, the fuzzy weighted average and ftiezy
minimum. The FOWA operator is obtained wh@r= 0. The
fuzzy total operator is found whehi= 1. The fuzzy weighted
average is obtained when the ordered position @bitlis the
same than the ordered position of ghandS = 0. Finally, the
fuzzy minimum is found whew, = 1,w = 0, for allj # n and
B=0.

Following the same methodology that Yager [18] ufmd
the HOWA operator, we can develop another group
particular cases of the FHOWA operator.

The first type of FHOWA operator we will study iket
fuzzy push up allocation. In this case, wewget (10 (W - (j
- 1))) 00. Note that if3 = 0, W,, = W*, w; = 1 andw; = 0 for
allj # 1, thenaW,y) = a(W*) = 1. If =1, Wo, =Wy, wj = 1
for allj anda(W,,) = a(Wr) = 0.5.

The second type of FHOWA operator we will studythie
dual allocation to the push up. This type is kn@srthe fuzzy
push down allocation and it is definedvas;,, = (1 0 (W —

at theKth largest element. That is, assuming Min[(K — 1),
(n-K)], we allocate the weights fptto b aswk = 1 andwy.; =
Weg =[10(0MWM-1)-2(G-1))/2)]00. Ifb=K-1,K-1<
n =K, thenWiac+ = [10(W - (1 +2)) - (- 1))] 00, for]
=lton-2K+ 1. Ifb=n-K K-1>n-K, thenWwynj =
LO(MWM-1+2)-(G-1)]00, forj=1ton-2K + 1.

push down allocation and fa¢ = (n + 1)/2, it becomes the
fuzzy median allocation.

Another possible allocation for the FHOWA operatothe
fuzzy uniform allocation. In this case, we assiga Wweights as

(20) W = M/n for all j. In this allocation we always find a neutral

attitudinal charactea(W) = 0.5. Note that if3 = 0, we get the
fuzzy arithmetic mean.

A further special allocation for the FHOWA operaistthe
fuzzy olympic average allocation. In this type Bbeation, we
have to distinguish between two cases. In the dase\M <n
- 2m, we allocate the weight ag = MW/(n - 2m) forj =m+ 1
ton-m, andw; = 0 forj = 1 tomand forj =n—m+ 1 ton. In
the second case, whel®| B n — 2m, we allocate the weights
asw,=1forj=m+1ton-mandWmi4 = Womsg = [1 O
(M- (n-2m)) - 2(G - 1))/2)] 00 forj =1 tom.

Finally, the last type of allocation we will considfor the
FHOWA operator is the Arrow-Hurwicz aggregation ]30
Assuming thatW| =g and dimensiom, we define the weights
in two directions, push up and push down. First,cateulate
@=0A0Wg-(-1))00forj=1tonandw,4 = (10((1
-A)g-(-1))00 forj = 1 ton. Then, we define the weights
asw; = @ +w;. Note thatey = 0 for allj 2 Aq + 12 AW + 1
gndw; =0 forjsn-(1-A)g<sn- W +AW,.

If we use a similar methodology for the AFHOWA ogier
as it has been shown above for the DFHOWA operateican
obtain a wide range of special cases of AFHOWA ajuzs.
For example, we could analyse the AFOWA operatbe, t
fuzzy total operator, the fuzzy weighted average e fuzzy
minimum criteria. The AFOWA operator is found whérr 0.
The fuzzy total operator is found whegh= 1. The fuzzy
weighted average is obtained when the orderediposift the
bj is the same than the ordered position ofghand S = 0.

=1, the step-FHOWA becomes the fuzzy push
up allocation, folK = n, the step-FHOWA becomes the fuzzy
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Finally, the fuzzy minimum is found whem = 1,w; = O, for
allj#1andB8=0.
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V. CONCLUSION
In this paper we have developed a new extensiothef
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