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Abstract—This paper considers a multi criteria cell formatio
problem in Cellular Manufacturing System (CMS). Miizing the
number of voids and exceptional elements in céitsilsaneously are
two proposed objective functions. This problem is Ep-hard
problem according to the literature, and therefere,can’t find the
optimal solution by an exact method. In this paperdeveloped two
ant algorithms, Ant Colony Optimization (ACO) andakMin Ant
System (MMAS), based on Data Envelopment Anal\BEA). Both
of them try to find the efficient solutions baset efficiency concept
in DEA. Each artificial ant is considered as a Bexi Making Unit
(DMU). For each DMU we considered two inputs, thedues of
objective functions, and one output, the valuera# €or all of them.
In order to evaluate performance of proposed methveel provided
an experimental design with some empirical problemthree
different sizes, small, medium and large. We defitteee different
criteria that show which algorithm has the bestqrarance.

They decided to minimize the makespan and the nuaibe
tardy jobs, simultaneously. To achieve this aineytfocused
on simulated annealing algorithm and developed diffierent
methods based on different initial solutions detiven

benchmark. For evaluating the performance of pregos

algorithms and identifying the most efficient algom, they
used FDH formulation of DEA.

Mahdavi and his colleagues [3]
mathematical model for cell formation in
manufacturing system based on cell utilization epbic The
objective of the model is minimizing the numbervoids of
each cell to achieve the higher performance ofwéization.
Also they [4] proposed cell formation problem inllgiar
manufacturing and presented a model with non
constraints and integer variables. The objectivihefmodel is

Keywords—Ant algorithm, Cellular manufacturing system, Datary minimize the number of voids and exceptionalmeats.

envelopment analysis, Efficiency

I. INTRODUCTION
HE cellular manufacturing system is an applicatimhn

Their model was Np_hard and cannot be solved fair siged
problems efficiently; they developed a genetic Athm to
solve it. In proposed algorithm they introduced awn
chromosome scheme to assign the parts and machinels.

group technology, which is viewed as an efficient The following of paper organized in four differesgctions.

manufacturing philosophy. As known, the CMS is thest
suited for a batch-flow production system in whiofany
different products, having relatively low annuallwoes, are
produced intermittently in small lot sizes. Besidibés system
can be adapted to a versatile market and rapidaawvent of
technology. With the rapid development of techngla@nd
short life cycles of new products in the currentnpetitive
market, the CMS approach has attracted the attenfisnany
researchers and practitioners because of its pahatiility.
The most important problems in the design of CMSha
literature are the cell formation and its efficigmoeasurement
procedures. Besides, there are few researcheseaffitiency
measurement of cell formation [1].

The DEA has been very sparingly applied to jusiificn a
number of analyses and operations decisions relatetthe

advanced manufacturing system and technologuasayErtmodels such as FDH, BCC-CCR and CCR-BCC. But the BC

proposed a framework based on the multi-criteriaisien
making for analyzing a firm'’s investment justificat problem
in a normal and high mold production technologgape with
the competition in the global market [1]. Ruiz Tesrand
Lopez considered problem of scheduling jobs on Ifghra
machines in multi criteria environment [2].
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In section Il a DEA background and its differenatieres are
presented. Also we provided a numerical examplédtier
illustration of the proposed algorithm. Generalisture of ant
algorithms with developed methods is presentectatian Il1.

An experimental design including data generati@rameters
setting and computational results is provided intisa IV.

The conclusion of paper and some future works aesgmted
in section V.

Il. DATA ENVELOPMENTANALYSIS

General structure of DEA has been introduced byefam
1954 for the first time. Based on this article samsearchers
worked on this new concept and developed two mo@TR
by Charnes, Cooper and Rhodes in 1978 [5] and BEC
Banker, Charnes and Cooper in 1984 [6]. Now theeeother

and CCR models are the basic models in DEA. The BEA
linear programming based method which evaluateativel
efficiency of Decision Making Units (DMUs). It canclude
multiple outputs and inputs without a priori weighand
without requiring explicit specification of functial forms
between inputs and outputs. It computes a scalasune of
efficiency and determines efficient levels of irpand outputs
for each DMU under evaluation which has a rangeesb to
one [7]. In fact, the DEA solves a linear programgnito
evaluate efficiency score of different decision mgkunits
relatively. Each DMU can have some inputs and astpuith

presented a new
cellular

linear

b
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different weights. In case of one input and ongoubne can
divide value of output by value of input for evding the
efficiency score of an especial DMU. But, in reamagement
problems usually there are many different pararseggther
with or without specific weights which effect thetdrmination

Ill.  PROPOSEDALGORITHMS

A.General structure of an ant algorithm

Meta-heuristics such as genetic algorithms, siredlat
annealing and tabu search are used to solve floop sh

of efficiency score of a DMU. In this case one dHou scheduling problems. In recent times, attemptsaieg made

challenge with a decision making problem. In tlisearch, in
order to triumph on formed decision making probleve,used
BCC input oriented model of DEA technique. We cdasiéd
each individual of population

in proposed GA (eacltombinatorial optimization problems

to solve combinatorial optimization problems by ingkuse
of artificial ant algorithms. Ant algorithms weriest proposed
by Dorigo and colleagues as a multi-agent approaciifficult

like the Trawgl

chromosome) as a DMU. As mentioned, in DEA each DM&alesman Problem (TSP) and the Quadratic Assignment

can have input and output one or more. In propd@Adwe
supposed that each DMU has two inputs which areespn
and cumulative tardiness. Also we supposed thaDkllUs
have identical outputs, all of them give us proedsmbs. In
order to employ the DEA technique in GA, we prodda
numerical example and illustrated efficiency scceéficient
frontier and ranking of DMUs.

Problem (QAP). Ant algorithms were inspired by the
observation of real ant colonies. Ants are socisgcts, that is,
insects that live in colonies and whose behaviodiiected
more to the survival of the colony as a whole ttmthat of a
single individual component of the colony. Soci@ects have
captured the attention of many scientists becafigheohigh
structuration level their colonies can achieve eeglly when

Example: Suppose that five DMUs A, B, C, D and E withcompared to the relative simplicity of the colonyiglividuals.

identical outputs and two different inputs achie¥ezn five
various chromosomes, are as Table 1. Table 2 shbes
efficiency score of each DMU according to BCC moddéso
we provided the efficient frontier in Fig. 1.

In order for ranking the DMUs, first, we divided eth
makespan of each DMU by the tardiness of it and,tsert
them based on the minimum distance to 1, e.g., cdr® is
better than rank of A.

TABLE |
INPUTS ANDOUTPUT OFDMUs
DMU A B C D E
Inputl 2 5 3 4 6
Input2 5 2 2 4 1
Output 1 1 1 1 1
TABLE Il
EFFICIENCY SCORE OFDMUSs
DMU A B C D E
Efficiency 1 0.82 1 0.73 1
Exceptional
element: 4
Efficient Frontie
5
4 —
3
2 -
1 —
5 T T T T T —>
1 2 3 4 5 6 Voids

Fig. 1 BCC input oriented efficient frontier gentehfrom observed
data

An important and interesting behavior of ant codsnis their
foraging behavior, and, in particular, how ants damd
shortest paths between food sources and theif[{8ldn this
paper we developed two ant algorithms for the CMsblem.
In both of them we used the solution scheme whafindd in

[4].
B.ACO Algorithm

The first algorithm which we have developed it st
research works based on ACO. At first we presem th
principal structure of that. It has three step®#dewing.

Stepl. Initialization

a) Parameters setting

b) Initial generation

¢) Pheromone initialization

Step2. Doing while stopping criteria is not met

a) Applying for all artificial ants
i) Constructing a complete solution using semi
probability selection rule
ii) Improving the solution by applying a local selar
iii) Local pheromone updating

b) Global pheromone updating

Step3. Printing the best achieved solution

In stepl of proposed ACO algorithm, after adjusting
effective parameters, for each artificial ant a ptete
randomly solution generated and based on the ludstion
initialized the pheromone trial. The step2 is thastar loop
that iterated till stopping criteria is satisfiélthis step contains
two paces which the first pace applied for allfaitil ants. In
this pace, for each ant a solution is constructedde of the
semi probability selection rule as shown in (1)t fds aim the
random ofg generated from a uniform distribution U(0, 1).

gsdqy:j= argrjréﬁz(([rij(t)]a-[”ij]ﬁ)

[z, (D1.[n,1°
Z[Til(t)]a-[”il]ﬁ '
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@
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JON{ ., _%ij
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In order to apply the local search we investigat® t
methods. In the first method presented in Fig.eguence of
cells is inversed. If it causes to better solutioat is replaced
the former. Otherwise the second method presentédgi 3,
which is pair-wise exchange with cyclic exchangeliegl. If
achieved solution is dominant on the former exclkahgm.

22 a]a]a] 2] 2

after inverse

[2[a[asJaJ2Jafafafa]2]2]
Fig. 2 Inverse Local Search

1 1] 3] 2

L2]2[afafafofafafa]a]2]
after exchange
[2[2f2[alaJafa2afafa]1]
Fig. 3 Pair-wise Exchange with Cyclic Exchange

The local pheromone trail updating applied afteat tbach
artificial ant produced a solution by (2).
r;(t) = - p)r; (1) + p'1, @
The general updating of pheromone trail carried lmaged
on the best solution by (3).

7, (t+1) = - p).1; () + AT (1), 0O, j) O best (3

C.MMAS Algorithm

The second algorithm of this paper has proposed @M
We provided the structure of that step by step.
Stepl. Initialization
a) Parameters setting
b) Initial generation
¢) Pheromone initialization
Step2. Doing while stopping criteria is not met
a) Applying for all artificial ants

i) Constructing a complete tour using probability

selection rule
i) Improving the solution by applying a local sefar
b) Global pheromone updating
Step3. Printing the best achieved solution
In stepl of proposed MMAS algorithm, after adjugtin
effective parameters, for each artificial ant a ptete
randomly solution generated. In MMAS all
maximum amount of pheromone trail. The step2 isntlaster
loop that iterated till stopping criteria is saitisf. This step
contains two paces which the first pace appliedafbartificial
ants. In this pace, for each ant a solution is tooted by use
of the probability selection rule as shown in (4).

[z, (0]°.[7,1”
%ii

PALAGIRA N
IONK

In order to apply the local search for improvingclkea
solution we applied two methods as well as the A(igorithm
which represented in Fig. 2 and Fig. 3.

The general updating of pheromone trail is caroet by
(3). Of course there is a lower bound and uppentoahich
update in each iteration by (5).

(4)

pilj( (t) =

jONS7;

routes get

IN

Tmin

T () € Tome s Tonax = .
YOS T T = Ho (57
gxr7..,q0U (0,1)

Thef(S") achieved from summation of two objective

Q)

*
Tmin max ?

functions, because both of them have same worthines

IV. EXPERIMENTAL DESIGN

A.Data Generation

We generated experimental data to evaluate and a@mp
the performance of methods that developed basedrn
algorithm in this research. To generate experinigablem
we considered three sets based on different sizeraiflem,
correspond to carry out researches, consist oflsmakium
and large size. In each size two important fachoesavailable;
the first factor is number of machines and the nemds parts
is the second. We considered 5, 10 and 20 fordhedr and
10, 20 and 50 for the latter, in small, medium éarge size,
respectively. In each size we defined a randomabdei with
probability of 0.4, so that it determines each paduires to
what machines to process, and to determine ofi#endency
generated a random number from a uniform distrdouti (0,
1), if this is less than 0.6 then the part requicethat specific
machine. This variable helps to generation of nuifferent

Aproblems such that we generated 15 different probldy

variation of this variable, in each size. So we egated 45
different problems in three variety sizes whichlwiin 10
different replicates for all of them. We summarizéuds
subject in Table Il1.

TABLE Il
CONSIDEREDLEVELS FORFACTORS

Small Medium Large
Number of machines 5 10 20
Number of parts 10 20 50
Skipping probability 0.4 0.4 0.4

B. Parameters Setting

Performance of each algorithm is affected by soamous
parameters, significantly. If these values arerdested
correctly, appropriate results won't obtain. In @rdo select
the parameters that result solutions with high ityalve
considered problems in three different sizes thegcdbed
before and selected some problems as a samplecinsize.
Sample size is 6 for small, medium and large probldn this
paper we considered some of the important factoitt w
different levels for proposed algorithm. These dastand their
levels are shown in Table IV.

We run proposed algorithm ten independent replgaby
combination of different factors represented in [Ealy and
selection the best combination according to resoiitthem.
Minimizing two considered objective functions sitauieously
is our measurement. However, the CPU time is aroitapt

26



International Journal of Engineering, Mathematical and Physical Sciences

ISSN: 2517-9934
Vol:6, No:1, 2012

TABLE IV
PROPOSEDALGORITHM FACTOR LEVEL
Factor Levels
Pheromone evaporatiom)( 0.01, 0.02, 0.03
Tunable parameteqQ) 0.1,0.3,0.5
25,50, 75 (s)

Number of iterationrtaxiter)

Number of initial populationahtnum)

50, 100, 150 (m)
150, 200, 300 (I)
5, 10, 20 (s)

10, 20, 25 (m)
20, 5, 6C (1)

criterion to realize the best factor values. Aftaning all

The results of proposed algorithm performance tlveso
considered problem is presented in this sectiorth Bd two
scenarios are coded MATLAB 7.1 and are carried out 10
independent runs. Every run records all the noreatgd
Pareto optimal solutions. Scenarios run on a PG wit
PentiumIV 3.0 GHz processor with 51RIB of RAM and
WindowsXp professional operating system.

In order to measure the performance of presentgatitim,
we considered three criteria as MID, RAS and CPuktiThe
CPU time is a known criterion; therefore, we expdal the
two others as (1) and (2).

parameters excepmaxiter, we fixed the best obtained
parameter values and found the best valuenafiter. The

obtained values for every factor in all three dif&t sizes are

shown in Table 5.

C.Computational Results

TABLE V
BESTVALUES FORPROPOSEDALGORITHMS PARAMETERS
Size p qo maxiter antnum
Small 0.01 0.3 50 10
Medium 0.01 0.3 100 20
Large 0.01 0.3 300 50
TABLE VI
RAS QRITERION COMPARISON
ACO MMAS
Size Mean St. Dev Mean St. Dev
Small 1.0927 0.6662 1.1333 0.7211
Medium 4571 1.588 4,752 1.631
Large 16.035 2.055 16.189 2.152
TABLE VII
MID CRITERION COMPARISON
ACO MMAS
Size Mean St. Dev Mean St. Dev
Small 7128 10486 9595 14451
Medium 32699 12781 30454 14695
Large 209909 52805 186375 42522
TABLE VIl
CPUTIME CRITERION COMPARISON
ACO MMAS
Size Mean St. Dev Mean St. Dev
Small 1.9417 0.3751 1.9959 0.4111
Medium 12.340 1.589 13.022 1.616
Large 111.03 14.44 118.75 16.00

Interval Plot of RAS
95% CI for the Mean
20
|13
[}
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2
5 4
3 % T
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T T T T T T
Scenario inverse pairwise inverse pairwise inverse pairwise
Size Large Medium Small
Interval Plot of MID
95% CI for the Mean
2500004
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Interval Plot of CPU time
95% CI for the Mean
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Size Large Medium Small
Fig. 4 Interval plot of RAS, MID and CPU time crigin three
sizes
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n [7]
>

MID =122 — ¢ =,/f2+ f2 (6) -
n

3 f'1 - Fi fiz B Fi
RAS = 2 : " F =min{f,,f,} ()

n

According to (6) and (7), the smallest value of MUDRAS
criterion shows the best performance. In orderviauate the
performance of proposed algorithm we selected rmonimated
solutions which positioned on efficient frontiertiviefficiency
score of 1. Then we calculated the MID and the RASI
these solutions using (6) and (7).

Since the performance of meta-heuristic dependsisad
parameters, intensely, the elimination of Paretchige set
number is an important advantage which is perforineBDEA
in proposed algorithm. This feature causes not @éednto
determine number of optimal solutions for evalugtiof
algorithm performance.

We compared two different scenarios performancewny
criteria introduced in (6) and (7) and provided tesults in
Tables VI and VII. The results show that there ae
significantly differences between two algorithmsls&\ we
provided the interval plot of proposed criteriahtinitab 16
statistical software as shown in Fig. 4 in order nore
explanation the performance.

V.CONCLUSION

In this research we proposed a multi criteria CM&bfem
with the aim of minimizing exceptional elements aralds.
We employed the DEA technique to develop two rolzumt
algorithms. We considered both objective functiassinputs
for each DMU with the same output of one. Algorithm
implemented in reasonable time. Two proposed d&lyns
implement in a reasonable time and it seems thiéat dfothem
are usable in industries. As a future work we canpley the
fuzzy logic in proposed algorithms and compare its
performance with DEA.
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