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based on past behavior or charactefhis enables us to
Abstract—Trust is essential for further and wider acceptance gfeat reputation as an aggregated trust on the level of a

contemporary e-services. It was first addressed almosgy thaars . . -
ago in Trusted Computer System Evaluation Criteria stahdeyr certain society (in a complex systems parlance, we can treat

the US DoD. But this and other proposed approaches of tHhr@S €n emerged phenomenon). Put another way - relations
period were actually solving security. Roughly some tenryemyo, "individual-society” and "trust-reputation” will be treated as
methodologies followed that addressed trust phenomenis ebre, analogous - getting from individual level to society level

28::] ;h?;/)g\rlg;i r?:sisefr’g E:g’:ji%':] Sgtztri]fgctshggg itSH gﬁgﬁ?‘”g'ﬂeﬂ means getting from trust to its collective equivalent, which is
manifestation of judgment and reasoning processes. ltchas ‘dealt I%putatlon. As a consequence, trust presents the basic building

with in accordance with this fact and adequately suppontecyber Pl0Ck, and we will concentrate on it in the rest of the paper. At
environment. On the basis of the results in the field of psiogo the end of these definitions, it is worth to point out that trust

and our own findings, a methodology called qualitative algeftes (and reputation) can be defined also as soft security mechanism

bﬁggodnf\éﬁfﬁegvcgmc?e?ne;']fsV"ei:i‘;i?‘ fa;](é‘t’ﬁg'ggl'ée?ei'zﬁnggisé [3]. In case of traditional security mechanisms, assets and
Basis for a practical ?echnical solutiog that suppo?ts rgameent of resources are prOteTCted from malicious users, while in trust
trust in contemporary computing environments. Such smiuis also ¢aS€ the paradigm is reversed - we need to protect ourselves
presented at the end of this paper. from those who offer resources.
Keywords—internet security, trust management, multi-agent sys- The p"?‘per IS SFru.Ctured as foIIovys. In the secor!d section
tems, reasoning and judgment, modeling and simulationlitgtiee N Overview of existing methodologies for computerized trust
algebra management is given. In the third section a new, comple-
mentary methodology, called qualitative algebra is presented.
There is a description of a technological solution for comput-
erized trust management in the fourth section, while conclu-
RUST is an important phenomenon that forms the basifons are given in the fifth section. The paper ends with the
for many of our everydays decisions. Cyber space jgferences in the last section.

no exception - the more sensitive an interaction in terms of

security, privacy or safety is, the more trust there has tetex [1. A BRIEF OVERVIEW OF THE FIELD

for an entity to engage into an interaction. The importarfce 0 A |arge number of initiatives in the field of trust man-
trust is evident also to the highest ranking officials in thé Eagement in e-environments came from the security research
Commission that are stating that "there is not yet enougst triarea. The main reason is probably that security and trust are
in the Net” [1]. closely related. These terms were used interchangeably as if

Before going into methodological details it is necessary they were expressing largely overlapping notions, which can
give the basic definitions first. According to the Cambridgge seen in early technical solutions. Although these were trust
Advanced Learner’s Dictionaryrust is a belief or confidence focused solutions, they were in fact security solutions. The
in the honesty, goodness, skill or safety of a person, orggst example is from 1996 when the World Wide Web Con-
nization or thing For trust management in e-environmentsortium standardized a Platform for Internet Content Selection
this definition is not sufficient. A better definition is theeon (p|CS) [4]. This technology was about access control, more
provided by Denning at the beginning of the nineties [2hrecisely web-sites filtering. Web pages were rated by using
when trust started to be more and more exposed in relatiggfined labels and browsers could be set to exclude pages
to security in information systems (IS). She vividly cort#al with a particular PICS rating or pages without this rating.
that trust is not a property of an entity or a system, but ifhe second example also dates back to 1996 when AT&T
an assessment. Such assessment is driven by experiencgeviéloped PolicyMaker, which was aimed at addressing trust
is shared through a network of people interactions and it khanagement problems in network services [5]. Again, this
continually remade each time the system is used was primarily a security solution that bounded access rights

And what is reputation? According to the Cambridge Ado the owner of a public key, whose identity was bound
vanced Learner's Dictionaryeputation is the opinion that to this key through a certificate. The third example is from
people in general have about someone or something, or hgyé year 2000, when IBM entered the area with the Trust
much respect or admiration someone or something receivesitablishment Module [6]. This module was a Java based

D. Trcek is head of Laboratory of e-media at Faculty of Cotapwand solution with appropria_te Ianguage’ similar to POIiCyM.aker'
Information Science, University of Ljubljana, Trzassk8, 1000 Ljubljana, It enabled trusting relationships between unknown entities by
Slovenia / EU, e-mail: (denis.trcek@fri.uni-lj.si). using public key certificates and security policy.
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At the turn of the century, EU funded projects followedave to be considered are the following ones (for additional
that targeted trust. These attempts were already closeretplanations of the above factors and their use for a foredli
addressing user behavior and the essence of trust, but rmanyraodel that supports trust in computing environments, aeead
be still characterized as largely security related teabgies is referred to [14]):

- two of them follow next. ITrust was a forum for cross- , time dynamics - agent's relation towards the object /
disciplinary investigation of the application of trust amaans subject being trusted is certainly a dynamic relation that
of establishing security and confidence in the global compgut changes with time;

infrastructure, where trust was recognized to be a crucial, rationality and irrationality - an agent's trust can be driv
enabler for meaningful and mutually beneficial interaction  py rational or irrational factors;

[7]. And TrustCOM was a framework for trust, security and , feed-back dependence - trust is not a result of a com-

contract management in dynamic virtual organizations.ds w pletely independent mind, but is influenced by the agent's
intended to be an open source reference implementation that enyironment:

builds on public specifications [8]. « action binding - trust can serve as a basis for an agent's
Getting now to the theoretical basis, trust in computing  actions:
environments is most often treated on the basis of Bayes, trust differentiation - trust evolves into various forms

theorem as the starting point. The theorem states that the pecause of the linguistic abilities of an entity expressing
posterior probability of a hypothesis after observing datum trust, or its intentions, and because of perception capa-
Dis given byP(H | D) = P(D | H) x P(H)/P(D), where bilities of a targeting entity.
P(H) is the prior probability of hypothesi&# before datum
D is observed,P(D | H) is the probability thatD will be
observed wher¥ is true, while P(D) is the unconditional
probability of datumD. This theorem has been used in quit
some cases mainly for so called naive trust managem
implementations [9].
A generalized Bayes theorem, the Dempster-Shaffer theor
of evidence, extends the classical concept of probabilitgre
a probabilityp of stochastic event, i.e. p(z), and probability
p of its complement, i.e. p(Z), sum up to 1. It does this by
introducing uncertainty, meaning thatz) + p(z) < 1. The
theory serves as a basis for subjective algebra, developed b
Jgsang that is also used in computational trust management
[10]. This algebra defines a set of possible states, a frame of
discernmen®. Within ©, exactly one state is assumed to be
true at any time. So if a frame of discernment is given by ; . e . - .
atomic states; andz,, and a compound state; — a1, 2, que_onn.Thls qualltapve_ordlnal s_ca_le is likely to catsi
which means tha® = z1, z2, 1, 75. Then, the belief mass is of five rankings (qualitative descriptions) [14].
assigned to every state and in case of, exgit is interpreted ~ These facts led to the need for a complementary method,
as the belief that either; or x5 is true (an observer cannotwhich will be defined in the rest of this section.
determine the exact sub state that is true). Belief maseserv Definition 1: Trust is a relationship between agents A and
as a basis for belief function, which is interpreted as altotg that may be described as totally trusted, partially trdiste
belief that a particular state is true, be it atomic or commbu undecided, partially untrusted, and untrusted; it is detidty
This gives a possibility for rigorous formal treatment on a&4,3, Which means agent's A attitude towards agent B.
mathematically sound basis: In addition to traditionalidady Next, the general nature of trust is that it is not reflexive (i
operators, subjective algebra introduces new operatkes lcertain contexts one may trust himself / herself, in othet}, n
recommendation and consensus, and trust is modeled withad symmetric (if agent A trusts agent B in a certain context,
triplet (b, d, u), whereb stands for beliefd for disbelief andu  this gives no basis for automatic conclusion that agent B als
for uncertainty. Each of those elements obtains its contisu trusts agent A), and not transitive (entity A may trust gntit
values from a closed interval [0, 1], such tlat d + v = 1. B, which in turn may trust entity C, but the latter may not be
The drawbacks of the above methodologies will be digusted by A). This suggests that trust is not an easy prablem
cussed in the next section. To enable the analysis and modeling of trust dynamics ira$oci
environments trust graphs are introduced. The links oft trus
graphs are directed and weighted accordingly. If a link desio
trust attitude of agent A towards agent B, the link is dirdcte
As stated in the introduction, the basis for methodologyom A to B. Because graphs can be equivalently presented
presented in this section is the research done in the areith matrices, the second basic definition can be given.
of psychology that provides an additional useful perspecti Definition 2: In a given contextl', propagated trust in
on trust as a kind of reasoning and judgment process [1&§cial interactions is represented by trust malviy, where
[12]. Taking these works into account, the main factors thatementsw; ; denote trust relationships ofth agent to-

The above works provide the main guidelines. However,
additional reasons that suggest the need for a new, qiaditat
methodology, are the following (these address the shorcom
fhgs of the existing methodologies that are described in the
ﬁ&vious section):

y1) As to Bayesian statistics based methodologies, subjects
have to understand the basic concepts. However, many
research results show that users often have problems
with basic mathematical concepts like probability (see
e.g. [13]). Now even if subjects understand these basic
mathematical concepts, very few of them understand
advanced concepts that are required by e.g. theory of
evidence.
Our research indicates that users may prefer qualitative
expressions over quantitative ones when trust is in

I11. QUALITATIVE ALGEBRA
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wards j-th agent, and where its values taken from the setIn the above matrixp; ; states a weight (from the interval
{1,1/2,0,—1/2,—1,—}. These values denote trusted, paf0,1]) that an entityi is assigning to judgments of entity
tially trusted, undecided, partially untrusted and urteds j. Therefore, rows represent ponders that a certain entity is
relationships. The last symbol, "-", denotes an undefinedsigning to judgments of all other entities in a society. In
relation, meaning that an agent is either not aware of exdste order to keep things simple, this matrix will be left out the

of another agent, or does not want to disclose its trust waest of the paper.

another agent. Now we are able to introduce qualitative operators. These
A general form of trust matri®Mir of a certain society with operators are taken from the sgt, ,~, <, 1,!,®}, and
n agents in a given context is as follows: they are defined in detail in table 1, while their descripti®n
given below:
Wwi,1 Ww1,2 c..e Win

« Extreme—optimistic judgment operator, which results in

W2l w22 ... W2 the most positive judgment value in a society; it is
: : : denoted by 1"

Wnil Wn2 - Wnn |p « Extreme—pessimistic judgment operator, which results in

An example of a certain society with trust relationships and ~ the most negative judgment value in a society; it is
qualitative weights is given in Fig. 3: denoted by J".

« Centralistic consensus—seeker judgment operator, which
results in "a towards zero rounded average” value; it is
denoted by 2.

« Non-centralistic consensus-seeker judgment operator,
which results in a value, which is (contrary to the previous
operator) "an average rounded away from the O value”;
it is denoted by the &”.

« Moderate optimistic judgment operator, which means the
expressed judgment is "strengthened” to the next higher
level, narrowing the gap towards the aggregated judgment
of the rest of community if this is more optimistic than
the agent’s trust is (the value changes one level upwards);
it is denoted by 7".

« Moderate pessimistic judgment operator, which means

Fig. 1. An example society that includes a dumb agent (eddity the expressed judgment is weakened to the next lower

level, narrowing the gap towards the aggregated judgment

of the rest of community if this is more pessimistic
than the agents trust is (the value changes one level

The corresponding matrix is as follows:

1 ; 1 — downwards); it is denoted by symbao]™.
12 0 1 1/2 « Self-confident judgment operator, which results in the
1 - 1/2 1 same value after changes are calculated,; it is denoted by

” "

It should be emphasized that trust matrices operations are ' i
not the same as those in ordinary linear algebra. Rows repreF©" the calculation of new trust values (and new trust
sent certain agents trust towards other agents, while ceduninalrix) the following algorithm is defined:
represent trust of community related to a particular agentl) Take the first value in a trust matrix.
(columns will be referred to as trust vectors). Further, an2) If the value is "-", write again ™", and go to step 6.

interesting case with this algebra for computing environtse ~3) Calculate the average value in a trust vector by excluding

is a possibility to include trust about technological comexts agents own opinion and values marked with "-.
or services. Such component or service is treated as a dumB) Round the obtained average to the nearest possible
agent, which is not aware of itself nor its surroundings.$ghe judgment value from the set of judgment increments
dumb agents can be recognized in a trust matrix through a {1,1/2,0,-1/2, -1}
row that consists exclusively of "-". 5) Compute the resuw;fk according to table 1 by treating

It is a fact that certain entity may not equally treat all the value from step 4 as;,, and agents own opinion
judgments from various entities, therefore there has tstexi asw; ;.-
a possibility for pondering values. This is achieved byantr  6) If there still exist unprocessed values, take the nexteval
duction of a ponder matrif: from the trust matrix and go to step 2, else stop the

procedure.
P11 P12 - Pin

Now suppose in the example society (see Fig. 1) agent 2

p2.’1 p22 pQ_’" conforms to the optimistic operator, agent 3 to pessimistic
: : B : operator, while agent 4 is a centralistic consensus seteer,
Pni DPn2 - Dnmn calculated simulation would be as follows:

r
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Ok | Ok |05 [ O% Ok | O |05 | 0% | O 20% values denoted by1/2, and 20% values denoted by
M U ~i | O 1 i o -1 (there was no dumb agents). In addition, 30% of agents
L - -l °! -l - ! -1 were allowed to randomly change their operators, and there
:} 0/ g :} 12 _]}2 ,//2 :} } were five simulation steps between these random changes.
1 DA v 1 0 A A 1 1 After running the situation for a sufficiently long time, we
-1 1 1 -1 0 0 V2 1 1 reach an equilibrium of omega values (all undecided), while
; = —1/1 i ; i ; i ; roughly one third of operators arge roughly one third|}, and
) - =72 - =72 - =72 - =72 - H H )
SRR _1/2 . W i A i thg rest~. Finally, the_ypper right corner shows some_tys
% | 0 0 FA 0 FA 0 EA A attitude toward a specific agent, which is an agent with a
b | Y e /o 0 0 0 Vo ol bold line around (in our case this is the agent about which
_1 _1 1 1 1 . .
1/2 ! 1 /2 ? /2 ? /2 /2 all the members of the society are undecided at the end of
| - s s 5 s Y v, v L X
0 1 0 1 0 W 0 0 0 this simulation).
0 | % 0 A 0 A 0 Y 0
0 0 0 0 0 0 0 0 0 PR (A
0 v v 0 0 v v 0 0 i —
0 1 1 0 v 2 v 0 0 C,XI E%)
0 _ 0 0 0 0 0 0 0 e
%o | -l A -1 0 FA A 0 v
AEEA v EA 0 0 v 0 A mle b
A 0 A 0 0 A A 0 v e [ @
A 1 1 v v 1 1 v v —
e v v v A v v v e S— :
1| -1 1 1 0 0 1 v 1 » E
1 | % 1 EA 0 A 1 v 1 :
1 0 1 0 v v 1 v 1 —
1 A 1 v v 1 1 A 1 —
1 1 1 1 1 1 1 1 1 & s 5, 6 W @ G B ob
1 _ 1 1 1 1 1 1 1 Tiae
* oy {1ma — Loyl — Do — Sl G — BihOps s — i — el — |
- - - - - - - - P i e [EIE=
[ thedizosioenal | Omegas
Fig. 2. The definition table for qualitative operatoksstands for any value) iy = |
sJ.":
£
b flE
1 1 1 1 - 1 1 1 - e T % @ 95 i
- Time
U’ _1/2 0 1 - _1/2 0 1/2 - I' = T | Orsga I Ooca 42 Owomid  Owsganliz —Omeem 1 Cmegm )
~ 1 - 1/2 1 /2 — 1/2 1/2 —

It is important to note that matriceMr contain non- Fig. 3. An example of a simulation run with the trustGuard poment
calculated values, but only "pure judgments” entered by ent
ties. They Constitute, so to say, raw data for our calcutatio DeSpite the fact that more detailed discussion of the simula
that are used by our algebra to support decision makirf{pn processes exceeds the scope of the paper, an experience
The set of important decision making questions (with ciearfeéader can see that this component enables sound simslation

visible business objectives, including financial conseqes) by providing e.g. expected values for variables in question
goes as follows: their distribution, etc.

« By running the simulation on a given society, is th To conclude this section i ”om the above_ dlscussmn_n

society likely to reach an equilibrium? ' ?ollows that what we are dealing with is a non-linear dynamic

. N o . system. This means that analytic solutions will be mere

« If it does reach an equilibrium, which are the most likely

entities that will be trusted by the society and which no,[e)xceptions and that we will often have to rely on simulations

« How long will it take for the society to reach the mos{to search for various heurlstlgs an_d solut|on_s for_ typlcal
. A reference scenarios, etc.). Despite this, also varioesdsting
likely state and what state will this be?

. . theoretical questions can be addressed, and some of theam hav
« On which part of the society makes most sense to pu . - -

. o . already been addressed (for more information the reader is
most efforts to drive the community into a desired Stateréferred 0 [14])

Below is an example of trustGuard component that is used
for qualitative algebra simulations (see Fig. 3). The paatems
were set as follows: Our society consisted of ten agents,
which 40% behaved according to optimistic operator, 20%
according to pessimistic operator, and there were 20% op-Our solution for trust management support is called trust-
ponents and 20% centralists. Further, the initial distidu Guard. It consists of two basic structures: the distributed
of trust values in the trust matrix was 20% values denotelhtabase where trust values (matrices) are stored, ancéne u
by 1, 20% values denoted hy/2, 20% values denoted by 0,interface that accesses this database, performs insentidn

J)Y SUPPORTINGQUALITATIVE ALGEBRA IN E-BUSINESS
ENVIRONMENTS

78



International Journal of Information, Control and Computer Sciences
ISSN: 2517-9942
Vol:4, No:1, 2010

retrieval of these values, and does calculations that esedato the development of qualitative algebra, and they were als

on qualitative algebra. the basis for theoretical views, as well as for the practical
The distributed database is implemented on SOA standarnaisplementation for pervasive computing environments that

so user interface interacts with these databases througl? SQpresented in this paper as well.

protocol. For this to happen, the following two primitivesa

needed. The first one iBustQuery and the second one is ACKNOWLEDGMENT

trustReply These primitives are basically defined using XML

schema. But for clarity and conciseness, XML DTD is chosqa

to present the syntax d@fustReplyprimitive:

D. Trcek wants to thank to Slovene Research Agency ARRS
r support of this research with grants J2-9649 and P2-0359
(Pervasive computing).

<IELEMENT trustResponse (timeStamp,trustMatriz,

. . REFERENCES
function?, extension?) >
<IELEMENT timeStamp (#PCDATA) > [1] V. Reding, Safety on the Net. Int. High Level Research Bamon Trust
<!ATTLIST timeStamp zulu in the Net, Vienna, 2006, http://ec.europa.eu/comm/ccssimin_barro-
CDATA #REQUIRED > so/reding/docs/speeches/vienn2§060209.pdf.
<IELEMENT trustMatriz (omega+) > [2] D. Denning, "A new Paradigm for Trusted Systems&roc. of ACM
<\ELEMENT omega (idl, id2, trustAssessment) > SIGSAC New Security Paradigms Worksh&@M, New York, pp. 36-41,

1993.
[3] E. Damiani, D.C. Vimercati, S. Paraboschi, P. Samar&ti Violante,
"A reputation-based approach for choosing reliable resesiin peer-

<IELEMENT idl (#PCDATA) >
<IATTLIST idl URI1

CDATA #REQUIRED > to-peer networks”CCS02 - Proceedings of the Ninth ACM Conference
<IELEMENT id2 (#PCDATA) > on Computer and Communications SecyrifCM Press, pp. 207-216,
<!ATTLIST id2 URI2 2002.
CDATA #REQUIRED > [4] J. Miller, P. Resnick, D. SingePICS Rating Services and Rating Systems
<\ELEMENT trustAssessment EMPTY > 1996, http://www.w3c.org/TR/REC-PICS-services.
<VATTLIST trust Assessment [5] M. Blaze, J. Feigenb?um, J. Lacy, "Decentralized Trusinsigement”,
value (—1| — 0.50[0.5[1]—) ” =7 > grolfleegmgs ;)24thf739619|§6EE Symposium on Security and Pyjvac
<\ELEMENT  function (#PCDATA) > 61 A Horsbar ot al. “Ascoss Control Meets Public Key hsfructure”
IATTLIST Function OID [6] A. Herzberg et al., "Access Control Meets Public Key ucture”,
< Proc. of the IEEE Conf. on Security and Privad@akland, pp. 2-14,
CDATA #REQUIRED > 2000.
<IELEMENT extension (#PCDATA) > [7] G. Klyne, "Survey of Papers from the iTrust 2003 and 20@dsT Man-

agement Conferences”, 2004, http://www.ninebynineidrgst/iTrust-
The generalized time is expressed as Greenwich Meap Survey.html.

. . R 8] T. Dimitrakos, Wilson M., S. Ristol, TrustCoM - A Trust dnContract
Time (Zulu) in the form YYYYMMDDHHMMSS, while trust Management Framework enabling Secure Collaborations inaByc

assessment functions are uniquely identified through OIDs Virtual OrganisationsERCIM News No. 59, pp. 59-60, 2004.

[15]. The syntax oftrustQuery is similar to the syntax of [9] Y. Wang, J. Vassileva, "Trust and Reputation Model in PeePeer

. Networks”, Third International Conference on Peer-to-Peer Computin
trustReply except that there are rtaustMatrix elements. The  popig3) pp.150, 2003. puting

extensiorelement is included and is added in both primitiveR0] A. Jgsang, "A Logic for Uncertain Probabilitiesihternational Journal
for future extensions. of Uncertainty, Fuzziness and Knowledge-Based Systénhs9, Issue 3,

c Guard imol . . fficient] dul pp. 279-311, World Scientific Publishing, 2001, London.
urrent trustGuard implementation Is suificiently modulgfy}” ;. piaget,Judgment and Reasoning in the Chioutledge, London,

to support not only qualitative algebra, but also Bayesesed 1999.

methodologies, e.g. Jgsang’ s Subjective algebra. Asdurtit2]l B. M. Muir, Trustin automatition, Part 1 - Theoreticakues in the study
. . . . of trust and human intervention in automated systems. Emgas, \Vol.
implementation details exceed the scope of this paperd®rea 37 No. 11 1905-1922, 1994

can find more implementation details in [16]. [13] R.E. Nisbett, D.H. Krantz, C. Jepson, T.G. Fomgyproving inductive
inference in Kahneman D., Slovic P., Tversky A. (Edslydgment under

uncertainty: Heuristic and Biasepp. 445-459, Cambridge University
V. CONCLUSIONS Press, Cambridge, 1982.

In the medieval era, Shakespeare advised us to love all, trid4l D- Tréek, A formal apparatus for modeling trust in caufing envi-
ronments, Mathematical and Computer Modelling 49(20026-233,
a few, and do wrong to none. Later, the famous German poet giseyier. 200s.
Goethe, with a strong sense for deep analyses claimed thatiels ITU-T, Specification of Abstract Syntax Notation One — ASRecom-
soon as one trusted himself (herself), one knew how to live, mendation X.208, Geneva, 1988. o .
d il fH S d vividl ted: "Wh élG] D. Kovag, D. Tréek, "Qualitative trust modeling in 3Q it J. Syst.
And recently, prof. H. Smead vividly noted: €n We WEre ~Archit., Vol. 55, No. 4, pp. 255-263, Elsevier, 2009.
young, we didn't trust anyone over thirty. Now that we're ove
thirty, we don’t trust anyone at all”.
It follows from the above sayings that trust is a very
sen§|t|ve and_ scarce resource. This es_pecu_ally holds ore-f penis Treek received PhD in 1995 from Faculty of Electrical Engineering
business environments, where competition is only a few mousniversity of Ljubljana, Slovenia. He is currently prof. edmputer and infor-
clicks away, while the medium by its nature is not able tepation science at Faculty of Computer and Information SigetUniversity
id ’ ication d ils th ilable i . of Ljubljana. D. Tr€ek has almost 20 years experience infi@ E5, computer
provide communication details that are availa ?m anm communications, security, e-business, privacy and trumtagement. He is
face to face contacts. Therefore new mechanisms have toteeauthor of the scientific monograph Managing IS Securitg Rrivacy

developed and deployed. Further, if users are to be addguagblished by renowned publisher Springer in 2006. He wasited speaker
at the PKI Invitational Workshop, organized by the US Sdgurformation

supported Wr_len trus_t management is an issug, the soluti@ﬂ%,am Management Office, NIST and MITRE Corp., Septemie95.1
have to be aligned with mental models. These issues have ¥edhington, D.C. (other invited speeches include Smanteysity 06, AIC09,
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etc.). His practical experience with large infrastructuirecludes establishment
of the frst IP connection and its management in 1991 (oneeok#y persons
that contributed to establishment of the Slovene AcadeneseRrch Network
ARNES). He has published over 100 bibliographic items (idilg journals
with SCI JCR impact factor / WoS). He is a member of variousrimational
boards and organizations, including the following: edétbboard member
of the International Journal of Computers and ApplicatioASTA Press,
2004-2005, member of program committees of IASTED Softvizargineering
05, 06 and 07, 2009 ACM Workshop on Secure Web Services, 2BBE |
Congress on Services, etc.
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