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Abstract—For best collaboration, Asynchronous tools and particularly the discussion forums are the most used thanks to their flexibility in terms of time. To convey only the messages that belong to a theme of interest of the tutor in order to help him during his tutoring work, use of a tool for classification of these messages is indispensable. For this, we have proposed a semantics classification tool of messages of a discussion forum that is based on LSA (Latent Semantic Analysis), which includes a thesaurus to organize the vocabulary. Benefits offered by formal ontology can overcome the insufficiencies that a thesaurus generates during its use and encourage us then to use it in our semantic classifier. In this work we propose the use of some functionalities that a OWL ontology proposes. We then explain how functionalities like “ObjectProperty”, “SubClassOf” and “Datatype” property make our classification more intelligent by way of integrating new terms. New terms found are generated based on the first terms introduced by tutor and semantic relations described by OWL formalism.
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1. INTRODUCTION

To collaborate in a tutoring system in e-Learning, the use of collaborative tools is essential. The tutor and learners can communicate via synchronous or asynchronous tools in particular discussion forum thanks to guarantee freedom in terms of time, because they don’t require the presence of all players in the same slots time for communication. However, sometimes this type of collaboration tools is not easy to handle, when the volume of messages accumulated over time in a progressive manner. This makes the exploitation of communication space very complex. Hence the need for tools of classification and organization to facilitate searching and to help tutor to access to information in a simpler manner.

To help a user who can be a tutor or an instructor to find a message posted in a discussion forum, most classification methods provide a search based on keyword. The research results are dependent and proportional to the appropriateness of terms used for search.

An approach to manage this mass of messages, by a classification of messages according to their semantic context was presented in [1]. This classification is based on the method LSA (Latent Semantic Analysis). The construction of a thesaurus that will bring to the messages posted by learners, a semantic context was also proposed. The results thus found by using a thesaurus seem satisfactory [1]. However it is necessary to signalize some insufficiencies in using the thesaurus and that we saw from results found.

The purpose of this paper is the use of ontology to organize the terms of our vocabulary in a very clear way. That organization is based on the functionalities that ontology disposes, in particular the property of its formal aspect. Once our ontology is built, it will be used in the research phase of semantic similarity between terms entered by the user and those that ontology organizes, and so the classification of messages will be richer semantically.

The following plan will be adopt. In Section 2 we mention the importance of collaboration tools for tutoring especially those asynchronous as the discussion forum, while presenting the problem that this type of tool generates. We then describe the essential elements on which is based the semantic classification tool presented in [1]. Section 4 is devoted to presenting the approach adopted to allow the classification semantics of messages and also the improvement brought to this approach while interpreting the results. The insufficiencies identified in the use of the thesaurus will be the subject of the fifth section. In Section 5, we also present the advantages that ontology possesses for overcome these insufficiencies. In Section 6 we introduce the notion of ontology. The use of some functionalities that OWL provides to make the classifier more intelligent will be explained in Section. At the end we give a conclusion and prospects for our next works.

II. COLLABORATION BETWEEN THE TUTOR AND THE LEARNER BY WAY OF ASYNCHRONOUS TOOL

The success of any work performed by several actors who have to work together to achieve a common goal, depends on collaboration tools available to them. When the work to achieve successfully is a work of distance learning, success becomes a challenge for all intervenors in this work. There where collaborative learning is organized by interactions both...
synchronous and asynchronous, between learners and their tutor has shown its advantages in the success of online formation [2] [3].

Given the importance of the side tutoring for any device of distance learning and the role played by the tutor to overcome the problem of isolation that the learner may feel and that presents a real obstacle in the continuity of his formation [4] the need to use communication tools is essential.

The asynchronous communication tools, particularly discussion forums allow the exchange of information in flexible way. But in return they generate a large mass of messages. We thus see that the volume of messages exchanged generates noise, proportional to the number of interveners. This makes the exploitation of this mass a heavy and impractical. The undesirable mixture of messages from different contexts and different objectives generates a block and slowness in reply's time. A member of a working group that is remote, Requires functionalities to be included in the asynchronous communication tools to facilitate to him the task of researching the desired information in a very fast way and depending on the intended context [5].

A tool for semantic classification of messages of a discussion forum was proposed in our work presented in [1].

III. BASIC ELEMENT OF OUR CLASSIFICATION TOOL

The classification tool introduced in [1] is based on LSA (Latent Semantic Analysis) with a reinforcement of the classification by integrating a thesaurus.

Based on the singular value decomposition (SVD), the LSA method allows to find similarities between the documents (texts, sentences, words) [6][1].

In order to have relevant results we have proposed to widen the scope of research while respecting the context requested. The use of the technologies proposed by the Semantic Web in particular those that enable the organization of vocabularies in a semantic way, was necessary. For this, we chose the thesaurus.

A. Semantic web

The term Semantic Web attributed to Tim Berners-Lee [9] denotes a set of technologies to make the content of resources on the World Wide Web accessible and usable by software agents and programs, through a system of formal metadata, including using the family of languages developed by W3C.

The Semantic Web does not call into question the classic web, because it is based on it, especially a means of publication and consultation documents. The automatic processing of documents via the semantic web is done by adding formalized information (markers) that describe their content and their functionalities instead of texts written in naturals languages (French, Spanish, Chinese, etc..) [6]. Moreover, for the manipulation of semantic markers, we need semantic resources that help to define a vocabulary for such markers and also allow concepts sharing and interoperability. Among these resources we find the taxonomies, semantic networks, thesaurus and ontologies [1].

B. Thesaurus

The international standard ISO 2788 (1986) defined the thesaurus as the « vocabulary of a controlled indexing language formally organized in order to explicit the relations priori between notions (eg relation generic / specific) ». According to the same standard, an indexing language is a « set of controlled terms and selected from a natural language and used to represent in condensed form, the contents of documents ».

The thesaurus was designed in the late 1950s. Its first function was to overcome the disadvantages of natural language: by grouping different meanings in the same form meaningful and dispersion of information in terms more or less similar semantically. The thesaurus is as an instrument of control and structuring of the vocabulary; it contributes to the consistency of indexing and facilitates information retrieval [7].

The terms in a thesaurus are conceptually organized and interconnected by semantic relations. These relations are of three types: hierarchical, equivalence and association [1].

The possibility that the thesaurus gives in terms of semantic classification of terms of a given vocabulary, we have encouraged on one hand to integrate it as an essential component in the classification presented in [1]. On the other hand, the simplicity of relations and of terms that the thesaurus presents has facilitated the implementation of the classifier and to see the first results when a semantic resource of organization of words is integrated.

IV. CLASSIFICATION OF MESSAGES OF A DISCUSSION FORUM BASED ON THE LSA

To help a user find a message posted to a discussion forum, most methods of classification provides a research based on keywords. The research results obtained are dependent and proportional to the relevance of keywords chosen by the user.

A tool for classifying the messages of a discussion forum that is based on a semantic approach was presented in [1]. This approach allows managing the mass of messages accumulated with applying a classification according to their semantic context. The classification made is based primarily on the LSA method. In order to increase the performance of the method chosen by extending the terms used in the construction of Table lexical (words / documents) and thus improve the classification, we thought to organize these terms with other terms in a hierarchical manner using a thesaurus.

Our implementation was done in three stages. In the first one, we only implemented the LSA. The object of the second stage was the implementation of our basic semantics approach and that we improved in the last stage.

A. Using the LSA only

Having defined a context of classification of messages using a set of terms (keywords), the first test done on the classification is based solely on the LSA, demonstrates restrictions on the results and which are due to the statistical
nature of LSA method. The results thus found from this classifier ignore messages from the same desired semantic context, if they don't contain any keyword defined on starting.

B. Integration of the thesaurus

The integration of the thesaurus as a semantics resource has been the subject of two approaches. The first approach consists to include in addition to keywords specified by the user, the specific terms that are associated to them through the thesaurus, avoiding repetitions [1]:

![Fig. 1 – General architecture of the system](image1)

This approach demonstrates that the results generated are more interesting in terms of semantics as those generated by the LSA method only, because messages with semantics near to that desired are generated, without these messages contain the specified keywords. But some messages of different semantics are also returned, since they contain terms that are related to a few key words only and not to all of these keywords [1].

To overcome the problem of side messages, an improvement to semantic approach of classification is made. In this case and to build the lexical table, we include in addition to the keywords specified by the user, specific terms defined by the thesaurus, common to those [1]:

![Fig. 2 – lexical Table including only the common terms](image2)

The Improvement made to our basic approach leads to more relevant results than those generated from the first approach. The messages returned are only in the same desired context.

The improved semantic approach allows classifying messages according to a set of terms that belong to the desired themes, based on semantic relations that exist between these terms. The terms used so to enable this classification, are ranked according semantic relations using a thesaurus. The latter is constructed from a corpus of messages of different topics. The application of this approach on a corpus of messages posted through a forum discussion, showed results relevant and rich in semantics, which approves the use of thesaurus prior to the LSA.

C. Interpretation of results

To compare the three implementations, we calculate statistics on all the search results. So for a corpus of 115 messages, on which we applied a classification based on the theme: "routing" and "protocol", we learned the following results [6]:

<table>
<thead>
<tr>
<th>TABLE I</th>
<th>RATE OF MESSAGES RETURNED WHICH RELATE TO THE THEME PROTOCOL OF ROUTING</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of messages returned</td>
<td>number of messages of the corpus similar to the chosen themes</td>
</tr>
<tr>
<td>LSA only</td>
<td>27</td>
</tr>
<tr>
<td>Basic approach</td>
<td>85</td>
</tr>
<tr>
<td>Improved approach</td>
<td>33</td>
</tr>
</tbody>
</table>

The TABLE I show firstly that the proposed semantic approach, gives more interesting results in terms of semantics as those given by the LSA method only and that, by achieving a rate close to 100% while the rate achieved by the LSA does not exceed 56.25% [6].

On the other hand, TABLE II shows that our second approach is more attractive to overcome the problem of spam and this, by achieving a rate of 51.52% of spam compared to the results returned by the basic approach and the LSA which carry rates of respectively 81.18% and 66.67% [6].

<table>
<thead>
<tr>
<th>TABLE II</th>
<th>RATES OF SPAM RETURNED</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of messages that are not similar to the chosen themes</td>
<td>Number of messages returned</td>
</tr>
<tr>
<td>LSA only</td>
<td>18</td>
</tr>
<tr>
<td>Basic approach</td>
<td>69</td>
</tr>
<tr>
<td>Improved approach</td>
<td>17</td>
</tr>
</tbody>
</table>
The results thus found by using a thesaurus seem satisfactory. However it is necessary to highlight some insufficiencies in the use of thesaurus.

V. INSUFFICIENCIES OF THESAURUS

The thesaurus has been created to assist archivists in their task of indexing and queries formulation [14]. It’s characterized by a degree of semantic precision given for the presentation of knowledge that limits its use for automatic indexing. This is explained partly because a terminology dictionary, incarnates a representation of a domain (a lexicalization of a conceptualization), which is not as complete as the formal semantics provided by the conceptual representation, and its modest structure, is therefore unsuitable for advanced semantic applications. On the other hand, and in particular, relations linking terms (controlled vocabulary to represent concepts) in a thesaurus (BT, NT, RT) are generally not sufficient for a profound analysis of the semantics of indexed documents [17].

The thesaurus also lacks a conceptual level of abstraction. These are collections of terms that are organized under a single hierarchy or multiple hierarchies but with basic relations between terms. The distinction between a concept and its lexicalization is not clearly established. The thesaurus does not reflect how the world can be understood in terms of meaning. In addition, coverage semantic thesaurus is limited. The concepts are generally not differentiated from their abstract type (such as substances, processes). The relations between terms are vague and ambiguous. The relation “is related to” is often difficult to exploit because it connects the terms by implying different types of semantic relations. It is often difficult to determine the properties of relations “more specific”, “more generic” which can combine the relations “is an instance of” or “is part of”. The thesaurus also lack consistency and may contain conflicting information [14].

The gains made by reuse, are many. It was perceived for a long time as a means to improve quality and reduce costs and delays in production. Yet like in other areas, reuse in e-learning has become a discipline and focus of research in its own right [13]. In this context, we are interesting to the reuse of knowledge bases, something that a thesaurus can not satisfy.

An investigation on the side of the ontology is then conducted. Ontology allows reuse by creating and maintaining reusable knowledge. It allows also the assembly of knowledge bases from reusable modules. The sharing of knowledge and communication is also possible with ontologies since they provide interoperability between systems and enable the exchange of knowledge between these systems [8].

Ontology can thus overcome the insufficiencies of the thesaurus through the opportunity to represent the knowledge of a domain by identifying and modelling concepts and conceptual relations. The ontology can also formalize the conceptualization and corresponding vocabulary, this formalization which also targets to remove any ambiguity [16].

All these qualities that ontology possesses render its degree of semantic precision for the presentation of knowledge higher. An adaptation of our classifier to ontology instead of a thesaurus is then proposed.

VI. ONTOLOGIES

Ontology is an explicit specification of a conceptualization of a domain, formed by concepts and relations that allow humans and machines have everything they need to understand and reason about an area of interest or a portion of the universe [11]. On one hand, ontologies allow to describe the knowledge of a specific area, and on the other hand to represent complex relations between concepts, axioms and rules [12]. Ontologies have become a central component in many applications, and they are called to play a key role in building the future “Semantic Web” [10].

A thesaurus or even a taxonomy are forms of ontology whose grammar has not been formalized. When we establish a category and a hierarchy of this categorization, we establish dependencies between these terms. These hierarchies are meaningful outside the vocabulary itself. For example, when we say «this term is a subcategory of that other term», we come giving sense of this relation, we draw a “arrow” between the two by qualifying the arrow and asserting what kind of relation that meant. Ontology corresponds therefore to a controlled and organized vocabulary, and to explicit formalization of relations established between the different vocabulary terms. To realize this formalization, we can use a particular language. Among the languages used to describe the relations between various terms of vocabulary, there are RDF(S) and OWL [15]. All the benefits listed above and relating to ontologies encouraged us to propose a future work using ontology instead of a thesaurus for controlling our vocabulary.

VII. ADAPTATION OF OUR SEMANTIC APPROACH WITH A ONTOLOGY

The adaptation of the semantic approach will be at the level of the search of the new terms organized by ontology and that we chose for replacing the thesaurus. In this paper, the contribution of semantic relations that can exist in an ontological organization in the process of classification is especially focussed.

A. Building a ontology core

The construction of ontology test is our first step. To achieve this operation, we are working on a whole corpus of messages of different thematic (routage, protocole, IGP, dynamique, web, etc...) and that are posted via the platform of distance learning moodle [6]. To extract terms that contain information about the messages of the corpus, we followed the same procedure as explained in [1]. The terms found are organized according to superclass and subclass hierarchy ("routage" is a superclass of “protocole_routage”,

...
“protocole_sécurité” and “protocole_application”. The term “protocole_routage” is a subclass of “routage”) (Fig. 3). Then, we assign to each final class (a final class has no subclass), its own instances. (“protocole_routage” has “IGP”, “BGP”, “OSPF”, and “RIP” as instances). After the operation of hierarchical organization, we proceed to define the semantic relations that may exist between the concepts of ontology, and that we can create according to our intentions, unlike the thesaurus that does not allow the representation of such relations. For example, we have define tree semantic relations “utilise_connecteur”, “utilise_métrique” and “utilise_protocole” between “dynamique” and “connecteur_reseau”, “métrique”, “protocole_routage” respectively.

To create the core ontology, we chose the ontology editor “protégé” in the version 3.4.1. Protégé is an ontology editor that allows the development of OWL ontologies and other forms. Its interface is very intuitive and the software is fairly mature [18].

Fig. 3 – Organization vocabulary following the ontology structure

After building the ontology core using “protégé”, it will then be exported to OWL formalism, something that the ontology structure allows unlike thesaurus. The choice of OWL language came after showing that it has more advantages comparing to RDF(S) [6]. The OWL file generated by “protégé”, expresses clearly and unambiguously the semantic relations that excite between the concepts of the ontology core. In figure (Fig. 4), the OWL code explicit examples of semantic relations between the “dynamique” concept and tree others concepts that we described in (section 7.1). We can also observe that the relation “has Subclass” is automatically generated by OWL code when we define a subclass of a class.

Fig. 4 – Example of semantic relations formalised by OWL language

The clarity of the formal representation of the vocabulary that the ontology suggests in particular the OWL, allow a query more exact for this semantic resource.

B. Toward the use of a set of functionalities proposed by the formalism OWL

The formal ontology is very rich in semantic relations that may exist between concepts. The important advantage of this formal presentation is the way in which knowledge is presented with a wide clarity and more precision, hence the absence of any ambiguity of the treated vocabulary.

The integration of ontology in the semantic classifier will play an important role in a targeted research of new terms related with semantic relations more exact than those proposed by a thesaurus. These terms are so well represented using the OWL formalism chosen. The general architecture of the classification tool remains the same the only changes will be made at the stage of semantic similarity search using the OWL ontology.

For a better organization of our vocabulary’s concepts through ontology, we made use of compound terms. In this case and in order to preserve the semantic that gives each sub-term, we propose to integrate all sub-terms in the classification phase (exactly in the construction of the lexical table LSA) with avoiding repetitions in the set of terms integrated.

The core ontology built, and especially its OWL formal aspect gives a set of functionalities to get easy the manipulation of diverse relations that may exist between two terms. In this work we propose the use of “ObjectProperty”, the “SubClassOf”, and “Datatype” property.

“ObjectProperty” is used to describe semantic relations between two terms, for example relation “utilise_protocole” is defined between “protocole_routage” and “dynamique” (figure 4). In this case the introduction of “dynamique” as key word
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<owl:DatatypeProperty rdf:ID="utilise_protocole"/>
by user will make the classification process more intelligent
tanks to the “ObjectProperty” functionality and its use to
generate “protocole_routage” as new term.
With OWL ontology, it’s also possible to make a filtered
classification of messages by the way of the incorporation only
the terms that cover the query of user. The accuracy of
relations provided by a formal ontology and defined between
two concepts, ignored the implication of terms that are
semantically far from the theme initially introduced by
the user. For example the concept “protocole_routage” is a
subclass of “protocole” as “protocole_secure” and
“protocole_application”, but these last two concepts are not
called in the classification stage because the semantic relation
“utilise_protocole” is exactly defined between “dynamique”
and “protocole_routage” and thus the classifier allows filtering
under the following theme desired by user.

The relation between a class and its subclass is
automatically created. For example, we find relation between
“routage” and its subclass “dynamique”. In this case, a
simple introduction of “routage” as key word by user, generate
the call for “dynamique” which is linked to “routage” through
the tag “SubClassOf” of OWL language. This type of relation
between classes can increase the quality of the classification
tool that will be more intelligent. The increasing of intelligence
of the classification is possible through integration of new
terms in the classification phase. In this case, instead of using
solely on the concept, we also appeal to all of these sub-
concepts and also their instances. The introduction of
“routage” as a key word by user will be accompanied by the
integration of “dynamique” and “statique” in the matrix LSA
without forgetting the appeal of all instances of the two
subclasses.

“Datatype” property can be a solution to overcome some
difficulties of the manipulation of the natural language in
whish messages are wrote. Among those difficulties, we cite
the case of messages that are wrote in French and that contains
some words from English language. For this and for not losing
semantic information that these English words give to the
message, we propose the use of a “Datatype” property
assigned to French term and that will takes its English
translation as value. This proposition will give more
intelligence to the classification thanks to the widening of
semantic area which is presented by the French terms and their
translation.

To have a valid OWL ontology in its Full version, we used
non-accented terms for defining concepts, instances and
relations. But when messages contain some words that are
accented and that give information to messages, their neglect
will generate a remarkable loss of semantic, hence the need to
integrate non-accented words in the classification phase. The
use of a datatype property is our proposition. For this, we
assign for each non-accented word a “Datatype” property and
which the value will be the accented word.

VIII. CONCLUSION AND PROSPECTS

We have presented in this paper a set of functionalities that a
formal OWL ontology proposes.

The functionalities explained, can widen the field of
research by integrating new terms emerged from the ontology
tanks to the semantic relations of type ObjectProperty (eg
“utilise_connecteur” and “utilise_métrique”), semantic
relations of type SubClassOf (between “routage” and
“statique”) and datatype (eg “traduction”).

The tests that we proposed in this work, and the
implementation of others functionalities that ontology
provides, like the opportunity to be interviewed by a query
language for example SPARQL, will be the subject of a future
work. The future implementation of the interrogation process
of the OWL ontology, we will use the Jena Framework. Jena is
dedicated to building semantic web applications. It allows the
manipulation of ontologies by providing Java APIs [19].

Reuse is also a strong point of ontology, and in this prospect
the core ontology already created will be fed permanently with
new terms to allow its reuse in other projects.

The proposition to adopt a Service-Oriented Architecture
which is based primarily on the potential of a combination of
XML, Web, specifications of SOAP and WSDL, which were
designed to promote interoperability and extensibility, will be
also a subject of our future work.
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