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 
Abstract—Performance of different filtering approaches depends 

on modeling of dynamical system and algorithm structure. For 
modeling and smoothing the data the evaluation of posterior 
distribution in different filtering approach should be chosen carefully. 
In this paper different filtering approaches like filter KALMAN, 
EKF, UKF, EKS and smoother RTS is simulated in some trajectory 
tracking of path and accuracy and limitation of these approaches are 
explained. Then probability of model with different filters is 
compered and finally the effect of the noise variance to estimation is 
described with simulations results. 
 

Keywords—Gaussian approximation, KALMAN smoother, 
Parameter estimation. 

I. INTRODUCTION 

REDICTION and estimation theories are fundamental 
concepts for signal processing in dynamical systems and 

many control applications. To implement these tools for a 
given noisy data, a time series model of the process should be 
generated. This article is concerned with filtering approach in 
non-linear state space models that measurements are obtained 
at discrete time instants from a non-linear measurement model 
and Gaussian noise is inputted to model. Generally, 
KALMAN filter is a linear filter for estimation in linear 
systems [1]. Simplicity and iterative structure of the derivation 
of the KALMAN filter makes it suitable for use in many 
practical engineering application and others majors too. 
However, many engineering systems, especially mechanical 
systems, are nonlinear in nature. And in many situations this 
filtering approach has limitation performance [2]. 

The extended KALMAN filter was developed to account 
for these nonlinearities in modeling. The EKF considers 
nonlinearities by linearizing the system in around the known 
distribution then updated KALMAN filter equations are 
applied to the linear system. Although EKF has been used 
successfully in many applications, it has some important 
limitations [2]. Higher order terms in dynamics of noise are 
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ignored. This simplification in many condition leads to 
instability in simulation results [3], [4]. 

The unscented KALMAN filter tries to remove some of the 
disadvantages of the EKF model in the estimation of nonlinear 
dynamical system. Generally UKF is an extension of the 
KALMAN filter for the estimation of nonlinear systems and 
posterior mean value and covariance of the state of system are 
obtained from the transformed sigma points [5], [6]. 

During the last few decades, the speed of computers has 
increased, and due to that, numerical integration methods and 
other computational methods have developed rapidly. Thus 
more accurate approximations to the filtering equations are 
designed.in some methods we can model and integrate the 
whole data with some computational resource [7]. 

In the rest of the paper the method and different filtering 
approach such as EKF, UKF, EKS and RTS smoother is 
applied to simulation [8], [9]. In these methods the set of 
particles distribution is updated iteratively and additional 
resampling step is used for removing the noise. And then some 
challenging path is examined with modulating the noise in 
path for evaluating our filters methods and finally estimation 
of probability and change of variance is considered in 
experimental simulation. 

II. METHOD AND APPROACH 

In this section the overall formulation of different filters and 
noticeable point about their algorithm is expressed. First the 
overall algorithm of discrete-time KALMAN smoother or 
(RTS) is described. This method is used for smoothing of 
distribution with the following form in (1): 
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݉௞,  ௞ are the filter estimates for the state mean and state݌
covariance on time step k. ܥ௄ is the smoother gain on time 
step k which tell how much the smoothed estimate should be 
corrected and ܯ௄ାଵ

ר  and ௄ܲାଵ
ି  are the predicted state mean and 

state covariance on time step k+1. This coefficient is the same 
as the Kalman filter. The difference between this method and 
Kalman filter is that the recursion in filter moves forward and 
in smoother mode to backward. 

The other method of filtering such as EKF has simple 
iterative format and the filtering model used in the EKF is in 
format of (7) and (8) with process and measurement noise. 
 

X(k) = f (x(k−1), k − 1) + q(k−1)                       (7) 
 

Y(k) = h(x(k) , k) + r(k )                                  (8) 
 

Then, the first and second order extended KALMAN filters 
approximate the distribution of state xk by giving the 

observations y1 to yk. Other algorithms that are used in this 
paper are well reported in [6], [7] and we don’t go to the detail 
of this algorithm but the structure of total filter is very similar 
and they developed equations for better representation of 
higher order nonlinearity in equation.  

 

 

Fig. 1 The real position of the moving object and the simulated 
measurement 

III. SIMULATION RESULTS WITH KALMAN FILTER AND RTS 

SMOOTHER 

Firstly, in a simple case that an object is moved in 2D space 
with a sensor and their position on coordinates x and y are 
measured is simulated. Velocity and acceleration are the state 
of our dynamical system. In duration of motion a white noise 
process is inputted to object. So the acceleration of the object 
is perturbed and also the velocity is perturbed with a white 
noise disturbance. Its position from the sensor is observed and 

discrete-time state equation is applied to model and also the 
measurement has some variance. 80 time step is chosen for 
simulating the velocity and acceleration in this model. And 
also because of the variance in the measurement the difference 
between the KALMAN filter and smoother is clear in this 
simulation [10]-[12]. 

 

 

Fig. 2 The estimates for position and velocity of the moving object 
with KALMAN filter 

 

 

Fig. 3 The estimates for position and velocity of the moving object 
with RTS smoother 

 
In Figs. 1 and 6 two different paths for object are plotted. 

Also, in Fig. 6 the variance of the measurement is higher from 
simulation one. Then the calculated estimated of position and 
velocity of object with KALMAN filter is plotted in Fig. 2. 
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This case with applying RTS smoother is plotted in Fig. 3. 
Also, the second modeling is plotted in Figs. 7, 8. 

 

 

Fig. 4 Real trajectory tracking with filter KALMAN 
 

 

Fig. 5 Real trajectory tracking with RTS smoother 
 

 

Fig. 6 The real position of the moving object and the simulated 
measurement with more noisy data 

 

Fig. 7 The estimates for position and velocity of the moving object 
with KALMAN filter 

 

 

Fig. 8 The estimates for position and velocity of the moving object 
with RTS smoother 

 

 

Fig. 9 Real trajectory tracking with filter KALMAN 
 

It is evident that KALMAN filter has more variation along 
the path in both position and velocity but in velocity because 
of derivative and high variation it has more variation. Finally, 
real trajectory following in filter KALMAN is plotted in Figs. 
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4, 9. For first and second simulations and real trajectory for 
RTS smoother are plotted in Figs. 5 and 10, respectively.  

An important note about this simulation is the shape of the 
path that has more effect from variance of measurement in 
variation of estimates of position and velocity. So, designing 
the path has important influence in designing the gains of 
filter. 

 

 

Fig. 10 Real trajectory tracking with RTS smoother 
 

 

Fig. 11 Object trajectory and a sample of measurement 

IV. SIMULATION RESULTS AND COMPARISON OF DIFFERENT 

FILTERING METHODS 

In this section tracking a complex path with complex 
turning shape is simulated. As a simulation example the 
problem of tracking a target in two dimensional spaces 

executing a turn path with unknown and time-varying turn 
rate is considered. This is very typical setup in target tracking 
applications, and is useful for testing non-linear filters and 
smoothers [8]. An object that has sensor and move in 2D 
space is simulated then the first path is plotted in Fig. 1. 
Firstly, the performance of KALMAN filter for this tracking is 
simulated that it is plotted in Fig. 12. It is obvious that for 
achieving the best performance from KALMAN filter, both 
the dynamic model and stochastic measurement provided to 
filter must be accurate. And because the noise is inputted to 
measurement for this path and dynamics of path is difficult the 
tracking by filter KALMAN is not very well. And also the 
smoother in this condition cannot be applied such as RTS and 
this tracking with RTS and EKF is plotted in Fig. 13. On the 
other hand, in EKF filter because of ignoring the high order of 
nonlinearities in their modeling it is obvious form the figure it 
has the more variation in turning shape of the path. Next 
Position estimates with EKS and UKF are plotted. Like Taylor 
based approximation for EKF filter, UKF use Gaussian 
approximation to the joint distribution for random variables. 

 

 

Fig. 12 Position estimates with Kalman filter 
 

 

Fig. 13 Position estimates with RTS and EKF 
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Fig. 14 Position estimates with EKS and UKF 
 

 

Fig. 15 Estimates for probability and comparison with different filters 
 

 

Fig. 16 Estimates of the turn rate parameter and comparison with 
different filters 

 

Fig. 17 Object trajectory and a sample of measurement 
 

 

Fig. 18 Estimates for probability and comparison with different filters 
 

 

Fig. 19 Estimates of the turn rate parameter and comparison with 
different filters 



International Journal of Engineering, Mathematical and Physical Sciences

ISSN: 2517-9934

Vol:8, No:10, 2014

1374

 

 

In this method a fixed number of sigma points for 
evaluating the desired distribution of variables are chosen and 
then these sigma points for estimating transformed variable 
from them and advantage of this method from EKF is used 
that for better capturing higher order nonlinear terms. And in 
this figure EKS has best performance between the filters and 
also EKF has good application in many nonlinear applications 
and UKF capture first and second order terms of the nonlinear 
system in respect to the EKF. 

In Figs. 15 and 16 estimation of probability and the turn rate 
parameter are plotted. In these figures the probability variation 
of true with different filters is shown. In these figures it is 
obvious that in turn rate probability the filters has more 
variation and with adding the curvature of path this variation 
is increased and also with adding the noise in measurement 
that the results is plotted in Fig. 17, and variation of 
probability of filters is getting so random that this simulation 
are plotted in Figs. 18 and 19. These results imply the 
limitation in each filtering method. EKF method has better 
fitting characteristics and these simulations prove the 
dynamics of model is more important from the measurement 
noise for influencing the performance of filters. 

V. CONCLUSION 

In this paper we have first shown how different algorithm 
for filtering and smoothing is compared in challenging path 
then we simulated result for smoother and finally the 
performance of different filtering and accuracy of those 
methods for tracking problem is explained and their 
performances are compared. This article proves that the 
variance in some path has more effect than other simple path 
in simulation results. 

REFERENCES  

[1] R. E. Kalman, “A New Approach to Linear Filtering and Prediction 
Problems,” Transactions of the ASME–Journal of Basic Engineering, D, 
vol. 82, pp. 35–45, 1960. 

[2] E. A. Wan and R. van der Merwe, Kalman Filtering and Neural 
Networks”, ch. 7, The Unscented Kalman Filter. Wiley, September 
2001. 

[3] S. J. Julier and J. K. Uhlmann, “A New Extension of the Kalman Filter to 
Nonlinear Systems,” in Proceedings of the SPIE AeroSense International 
Symposium on Aerospace/Defense Sensing, Simulation and Controls, 
(Orlando, Florida), April 20–25, 1997. 

[4] S. Särkkä and J. Sarmavuori, “Gaussian Filtering and Smoothing for 
Continuous-Discrete Dynamic Systems.”, Signal Processing, Volume 93. 
Issue 2, Pages 500-510.2013. 

[5] S. Särkkä and J. Hartikainen, “On Gaussian Optimal Smoothing of Non-
Linear State Space Models”, IEEE Transactions on Automatic Control, 
Volume 55, Issue 8, Pages 1938-1941. 

[6] S. Särkkä, “Unscented Rauch-Tung-Striebel Smoother”. IEEE 
Transactions on Automatic Control, Volume 53, Issue 3, Pages 845-849,  

[7] S. Särkkä, A. Vehtari, and J. Lampinen, “Rao-Blackwellized Particle 
Filter for Multiple Target Tracking”. Information Fusion Journal, 
Volume 8, Issue 1, Pages 2-15. 

[8] E. A. Wan, R. van der Merwe, “The unscented Kalman filter”, in: S. 
Haykin (Ed.), Kalman Filtering and Neural Networks, Wiley 

[9] S. J. Julier, J. K. Uhlmann, Unscented filtering and nonlinear estimation, 
Proceedings of the IEEE 92 (3) (2004) 401–422. 

[10] Farhad Asadi, Mohammad javad Mollakazemi, “Investigation of 
fluctuation locations and effect of data distribution in time series 
dynamical regimes”.. Accepted and oral presentation in ICBCBBE 
2014: XII International Conference on Bioinformatics, Computational 

Biology and Biomedical Engineering, October, 27-28, 2014, Istanbul, 
turkey. 

[11] Farhad Asadi, Mohammad javad Mollakazemi, Aref Ghafouri, “The 
influence of parameters of modeling and data distribution for optimal 
condition on locally weighted projection regression method”.. Accepted 
and oral presentation in ICMSE 2014: XII International Conference on 
Mathematics and Statistical Engineering, October, 27-28, 2014, Istanbul, 
turkey. 

[12] Mohammad javad Mollakazemi, Farhad Asadi, “Real-time adaptive 
obstacle avoidance in dynamic environments with different D-S”.. 
Accepted and oral presentation in ICARM 2014: XII International 
Conference on Automation, Robotics and Mechatronics, October, 27-28, 
2014, Istanbul, turkey. 


