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Abstract—The paper presents the applications of artificial 

intelligence technique called adaptive tabu search to design the 

controller of a buck converter. The averaging model derived from the 

DQ and generalized state-space averaging methods is applied to 

simulate the system during a searching process. The simulations 

using such averaging model require the faster computational time 

compared with that of the full topology model from the software 

packages. The reported model is suitable for the work in the paper in 

which the repeating calculation is needed for searching the best 

solution. The results will show that the proposed design technique 

can provide the better output waveforms compared with those 

designed from the classical method. 

 

Keywords—Buck converter, adaptive tabu search, DQ method, 

generalized state-space averaging method, modeling and simulation 

I. INTRODUCTION 

RESENTLY, the artificial intelligence (AI) techniques are 

widely applied to many works of engineering such as the 

system identifications using adaptive tabu search (ATS) [1]-

[5], the protection design in power system via ATS [6], the 

active power filter design using genetic algorithm (GA) [7], 

power loss minimization using particle swarm optimization 

(PSO) and artificial bee colony (ABC) [8], reactive power 

optimization for distribution systems based on ant colony 

optimization (ACO) [9], and etc. 

The power system considered in the paper consists of 

balanced three-phase voltage source, six-pulse diode rectifier, 

DC-link filter feeding a controlled buck converter. The aim of 

the paper is to design the controller of a buck converter to 

achieve the best performance of the output waveform by using 

the ATS algorithm. However, the ATS searching process 

needs to simulate the power electronic system for each 

controller parameter until the appropriate parameters are 

obtained. In addition, it is well know that the transient 

simulations of the power electronic system consume the vast 
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simulation time due to the switching devices in the circuit. 

Therefore, according to the huge simulation time of the 

switching devices, the application of AI techniques is not 

widely applied to design the controller of the power converter. 

To solve the simulation time problem, the averaging model is 

used in the paper instead of the exact topology model. There 

are many approaches used to eliminate the switching action of 

power converter to achieve the approximate model called the 

averaging model in the paper. From the literature reviews 

[10]-[13], the combination between the DQ modeling 

approach and the GSSA modeling method is selected to derive 

the mathematical model of the studied power system. 

According to the advantages of DQ and GSSA methods, the 

DQ method is selected to analyze the three-phase diode 

rectifier including the transmission line components on AC 

side, while the GSSA method is used to analyze the buck 

converter with its controls. The proposed model is compared 

with the intensive time-domain simulation via the full 

switching model of software package in terms of accuracy and 

simulation time. The comparison results show that the 

proposed mathematical models provide high accuracies in 

both transient and steady-state responses with the faster 

simulation time. Hence, the reported model is suitable for the 

optimal controller design via the ATS method. In addition, the 

dynamics of transmission line, diode rectifier, and DC-link 

filters are taken into account for the controller design of the 

buck converter via the proposed averaging model. Normally, 

these dynamics are not considered in the design process. The 

constant DC voltage source is used to represent these 

dynamics for the previous publications. The final results show 

that the proposed technique using the ATS algorithm with the 

averaging model can be used to design the controller of buck 

converter in which the better output response is obtained 

compared with the waveforms from the classical design 

method.  

The paper is structured as follows. In Section II, considered 

system with deriving the dynamic model by using the DQ and 

GSSA modeling methods is firstly explained. Moreover, the 

comparison results between the reported model and the full 

switching model from the commercial software package in 

terms of accuracy and simulation time are also illustrated in 

Section II. In Section III, the controller designs using the ATS 

algorithm and the classical method are addressed. The 

simulation results are fully shown in Section IV. Finally, 

Section V concludes and discusses the advantages of the 

proposed technique for the optimal controller design of the 

power electronic systems.  
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Fig. 1 The considered power system 
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Fig. 2 The equivalent circuit of the system on DQ frame 

 

II. DYNAMIC MODEL OF CONSIDERED SYSTEM 

The studied power system in the paper is depicted in Fig.1. 

It consists of a balanced three-phase voltage source, 

transmission line, 6-pulse diode rectifier, DC-link filters 

feeding a controlled buck converter. The buck converter is 

controlled by the cascade PI controllers to regulate the output 

voltage equal to the command input Vo
*
. In the paper, the 

diode rectifier and the buck converter are assumed to operate 

under the continuous conduction mode (CCM). As mentioned 

in Section I, the DQ method is selected to analyze the three-

phase diode rectifier in which this rectifier can be modeled as 

the transformers on DQ frame. This results in the equivalent 

circuit on DQ frame with the schematic of controllers for the 

buck converter as shown in Fig.2. 

After applying the DQ modeling method, the GSSA model 

is then used to eliminate the switching behavior of the buck 

converter. It can be seen that the PI controllers of the current 

loop (inner loop) and the voltage loop (outer loop) are 

represented by Kpv, Kiv, Kpi, and Kii, respectively. From Fig. 2, 

d
*
 can be derived and given in (1). 

 
**

opipviiivpiivopipvLpi VKKXKXKKVKKIKd +++−−=        (1)  

 

Finally, KCL, KVL, GSSA method, and the linearization 

technique are applied to the circuit in Fig. 2 with (1) so as to 

achieve the linear time-invariant (LTI) dynamic model of the 

studied power system. After derivation, the LTI model can be 

expressed as: 

 

o o o o

o o o o

x A(x ,u ) x B(x ,u ) u

y C(x ,u ) x D(x ,u ) u

δ δ δ

δ δ δ

• = +

 = +

          (2) 

 

where 
 

, ,                          x
T

ds qs bus d bus q dc dc L o v iI I V V I V I V X Xδ δ δ δ δ δ δ δ δ δ δ =    
*

  u
T

m oV Vδ δ δ =  
 

T

dc oV Vδ δ δ =  y
 

 

 As can be seen in (2), when we consider the controlled buck 

converter, the PI controller parameters are included in the 

model. Therefore, the resulting mathematical model as given 

in (2) will be used with the ATS algorithm to search the 

appropriate PI controller parameters for both current and 

voltage loops. The ATS will search the solution until the best 

output response is achieved. However, before using this LTI 

dynamic model with the ATS method, we need to ensure that 

the proposed model in (2) can correctly describe the system 

dynamic. Therefore, the simulation of the full topology model 

from the commercial software package, here is 

SimPowerSystem
TM

 (SPS
TM

) of SIMULINK is used as the 

comparator in terms of accuracy and computational time. The 

set of system parameters is given in Table I with the voltage 

loop controllers     Kpv = 0.05   and    Kiv = 20 ( nvω = 400 Hz, 

vζ = 1.0), and the current loop controllers Kpi = 0.6819 and  
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Kii = 1948 ( niω = 4000 Hz, iζ = 0.7). These controller 

parameters are designed by using the classical method [14] 

that will be explained in Section III. 

 
 TABLE I 

THE PARAMETERS OF THE SYSTEM IN FIG. 1 

Parameter    Value 

Vs                                                          50 Vrms/phase 

�                                                       2πx50 rad/s 

Req                                                       0.1 Ω 

Leq                                                        24 µH 

Ceq

                                  
                   2 nF 

rL                                                       0.01 Ω 

rc                                                       0.4 Ω 

Ldc ( ∆ Idc  ≤  0.5 A)                              50 mH 

Cdc ( ∆Vdc  ≤  10 V)                                500 µF 

L ( ∆ IL  ≤  0.5 A)                                 14.168 mH
 

C ( ∆Vo  ≤  50 mV)                           125 µF
 

R                                                       20 Ω
 

 

 

 

Fig. 3 Vo responses of the system to a step change of  
*

oV  from 20  

to 25 V 

 

Fig. 3 shows the comparison results between the 

mathematical model and the full topology model for Vdc and 

Vo responses of the system in Fig. 1 to a step change of *
oV  

from 20 to 25 V that occurs at t = 1 second. From the results in 

Fig. 3, an excellent agreement between both models is 

[ ]
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achieved under the small-signal simulation. It confirms that 

the mathematical model of the power system with a controlled 

buck converter derived from both DQ and GSSA methods 

provide a good accuracy. Moreover, the simulation time when 

the system was simulated via the proposed model coding in 

MATLAB requires 0.2 second, while the full topology model 

of SPS
TM

 consumes 90 second. The comparison of simulation 

time demanded from both models can be illustrated in terms of 

computational saving time that can be defined by: 

 

 

%100% ×
−

=
fs

avfs

saving
t

tt
t               (3) 

 

where tfs and tav are the simulation times of full topology 

model and the proposed averaging model, respectively. 

Therefore, according to (3), the %tsaving = 99.78% is obtained 

when the proposed model is applied to simulate the system. 

Hence, the proposed model is suitable for the optimal 

controller design of the buck converter via the ATS techniques 

because the very fast simulation time can be achieved. 

III. CONTROLLER DESIGN 

In this section, the controller designs for the buck converter 

via the classical and ATS methods are illustrated.  

A. Classical method  

The details of classical method for PI controller design 

based on the work in [14] can be summarized as follows: 

1. Current loop control 

The schematic of the current loop control of the system in 

Fig. 1 is shown in Fig. 4. 

 

*
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Fig. 4 Current loop control 

 

In Fig. 4, the K2 and T are the coefficients of current loop 

controller, while L is the inductor of the buck converter. 

Closed loop transfer function of the current loop is given by: 
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The closed loop denominator has roots with ωn and ζ. The 

standard second order form is 

 

 
222
n

s
n
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Hence, the current loop controller can be designed by 

comparing between the denominator of (4) and (5) to yield: 

 ni

iT
ω

ζ2
=                           (6)     

              

and  
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From (7), K2 can be calculated by 
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The PI controller in Fig. 4 can be rewritten in the form: 
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According to (6), (8) and (9), the PI controller parameters 

(Kpi and Kii) can be designed by 
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2. Voltage loop control  

 The schematic of the voltage loop control of the system in 

Fig. 1 is shown in Fig. 5. 
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Fig. 5 Voltage loop control 

 

In Fig. 5, the K1 and R1 are the coefficients of voltage loop 

controller, while C and R are the capacitor and resistive load 

of the buck converter, respectively. Closed loop transfer 

function of the voltage loop is given by: 

 

( ) RKsRCRKRRCsR

RKRCsRK

s
o

V

s
o

V

1111
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)(
*

)(

+++

+
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Therefore, the voltage loop controller can be designed by 

comparing between the denominator of (5) and (12) to yield: 
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K
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Setting R = R1 and ζ v = 1 for the critically damped response 

[14] gives: 
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From (15) and (16), K1 can be calculated by: 

 

 CR
K

1

1
1
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Under this condition, the bandwidth of voltage loop 

becomes 

 

 CRnv
1

1
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The PI controller in Fig. 5 can be rewritten in the form: 
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According to (17) and (19), the PI controller parameters 

(Kpv and Kiv) can be designed by 
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In this paper, the PI controllers of both current and voltage 

control loops are designed by using (10), (11), (20), and (21). 

It can be seen that the controllers depend on the system 

parameters, damping ratio of voltage loop (ζ v) and current 

loop (ζ i), and the bandwidths of current loop ωni  and voltage 

loop ωnv. The PI parameters for the classical method in this 

paper are designed by selecting ζ v = 1, ζ i =0.7, ωni = 2π×4000 

rad/s, and  ωnv = 2π×400 rad/s. Hence, the PI controller 

parameters designed by the classical method are Kpv = 0.05, 

Kiv = 20, Kpi = 0.6819, and Kii = 1948. 

 

B. Adaptive Tabu Search (ATS) method 

The controller design using the ATS searching methods is 

briefly explained in this section. The block diagram to explain 

how to search the PI controller parameters using ATS methods 

is shown in Fig. 6. The mathematical model derived from both 

DQ and GSSA method is used to simulate the system during 

the search process in which the computational time can 

considerably reduced. 

 

 
Fig. 6 The ATS methods for the PI controller design 

 

In Fig. 6, ATS algorithm will search the controller 

parameters Kpv, Kiv, Kpi, Kii in which the objective value (W) is 

defined by 

 

 
...).,,( OPTTOPTTW srsr γασ ++=                 (22)     

                

and 

 1=++ γασ                         (23)    

                                            

where 
 

P.O. is the percent overshoot of the Vo response. 

Tr is the rise time of the Vo response. 

Ts is the setting time of the Vo response 

σ, α, and γ are the priority coefficients of Tr, Ts, and P.O., 

respectively.  

 

In this paper, the values of σ, α, and γ are set to 0.33, 0.33, 

and 0.34, respectively. The ATS searching method will try to 

search the best controller parameters until the minimum W is 

achieved. It means that the controller parameters from the 

searching provide the best performance of Vo response. The 

ATS algorithm is developed by K-N. Areerak and S. Sujitjorn 

in 2002 [1]. This algorithm guarantees the optimal solution for 

the searching process. According to Fig. 6, the steps of 

searching controller parameters by using ATS are as follows: 
 

Step 1: Determine the boundary of parameters, radius value 

(R: the one of ATS parameters), maximum of searching 

iteration (Countmax). In this paper, the upper and lower limits 

of Kpv, Kiv, Kpi, Kii are set to [0.05 0.1125], [20 101.25], 

[0.6819 3.4095], [1948 48707], respectively. These boundary 

values are calculated by using ωni = 2π×2000 to 2π×20000 

rad/s and ωnv = 2π×500 to 2π×900 rad/s with the constant 

ζi=0.8, ζv = 1and the system parameters as defined in Section 

II. Note that ωni is the bandwidth of current loop control, while 

ωnv is the bandwidth of voltage loop control.       

 
Step 2: Random the initial value for each parameter (S0) 

within the search space as defined from Step 1 and define S0 is 

the best solution in the search space (best_neighbor).  
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Step 3: Random the N solutions (N neighborhood) around 

S0 in the search space with radius equal to R. After that, define 

the set of N solutions is S(R).   
 

Step 4: Evaluate the solutions in S(R) with the objective 

function as defined in (22) and define S1 (best_neighbor1) is 

the best solution in S(R). Note that the best solution means the 

solution that can provide the minimum value of W. The W 

value can be calculated from (22) via the proposed dynamic 

model given in (2), The W value depends on the output 

voltage response of each PI controller parameter.   
 

Step 5: If S1 < S0 then define S0 = S1 and keep S0 in the tabu 

list.  

 

Step 6: If count ≥ countmax then stop the ATS searching and 

S0 is the best solution. However, the ATS still search the 

solution if count < countmax by start the Step 3 again. In this 

step, the back tracking process is used to escape the local 

solution.  

 
Step 7: Adjust the radius of search space with the 

decreasing factor (DF) by 
 

 



=
DF

radius
radius old

new
                         (24)      

  
 

Note that the more details of ATS algorithm can be found in 

[1]-[6]. 

IV. SIMULATION RESULTS 

In this section, the system as shown in Fig.1 having the 

controllers designed by using the ATS and the classical 

methods is simulated by using SPS
TM

 in SIMULINK. The aim 

of the ATS approach is to minimize the W value to achieve the 

best output response. The comparison results of the controller 

parameters that are designed from the difference methods are 

given in Table II. 

TABLE II                                                                                                                                           

THE COMPARISON BETWEEN ATS AND CLASSICAL METHODS 

Controller 
Parameters  

Design Method 

ATS Method Classical Method 

Kpv

 
0.09 0.05 

Kiv

 
36.2848 20 

Kpi

 
1.5667 0.6819 

Kii

 
28419 1948 

W 0.003 0.072 

 

According to Table II, the controllers designed from the 

ATS method provide the minimum W value compared with 

those of the classical method. Fig. 7 shows the Vo response to 

a step change of *
oV  from 20 V to 25 V that occurs at t = 1 

second. The comparison result show that the output response 

when the controllers designed by the ATS method is better 

than that from the classical method in terms of percent 

overshoot, rise time and setting time. In addition, the 

convergence of W value from the ATS search is depicted in 

Fig. 8. 

 

 
Fig. 7 Transient simulation results when the controllers designed by 

the classical and the ATS methods 

 

 
Fig. 8 The convergence of W value from ATS method 

V. CONCLUSION 

The paper presents the cooperation between the averaging 

model and the ATS algorithm to design the appropriate PI 

controller parameters of the buck converter. The resulting 

output response using the ATS design is better than that of the 

classical method. Moreover, the paper also show that the 

simulation of the switching converter system using the 

averaging model requires the fast computational time 

compared with the simulation time of the exact topology 

model from the software package. Hence, the reported 

dynamic model is suitable for the optimal controller design 

application in which the repeating calculation during the 

searching process is needed. The proposed design technique is 

very useful for engineers. For the future work, the dynamic 

model will be used for the stability analysis and simulations of 

complex power systems.
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