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#### Abstract

A Banach space operator $T$ obeys property $(g m)$ if the isolated points of the spectrum $\sigma(T)$ of $T$ which are eigenvalues are exactly those points $\lambda$ of the spectrum for which $T-\lambda I$ is a left Drazin invertible. In this article, we study the stability of property ( $g m$ ), for a bounded operator acting on a Banach space, under perturbation by finite rank operators, by nilpotent operators, by quasi-nilpotent operators, or more generally by algebraic operators commuting with $T$.
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## I. Introduction

THROUGHOUT this paper let $\mathcal{B}(\mathcal{X})$ denote the algebra of bounded operators acting on an infinite complex Banach space $\mathcal{X}$. We use $I$ to denote the identity operator on $\mathcal{X}$, and $\mathcal{K}(\mathcal{X})$ to denote the ideal of all compact operators on $\mathcal{X}$ and $\mathcal{F}(\mathcal{X})$ to denote the ideal of all finite rank operators on $\mathcal{X}$. We shall denote the spectrum, the point spectrum and the approximate point spectrum of $T \in \mathcal{B}(\mathcal{X})$ by $\sigma(T), \sigma_{p}(T)$ and $\sigma_{a}(T)$, respectively. Throughout this paper, the set of all complex numbers and the complex conjugate of a complex number $\lambda$ will be denoted by $\mathbb{C}$ and $\bar{\lambda}$, respectively. The closure of a set $S$ will be denoted by $\bar{S}$ and we shall henceforth shorten $T-\lambda I$ to $T-\lambda$. If $K$ is a subset of $\mathbb{C}$, then iso $K$ denotes the set of all isolated points of $K$ and $\operatorname{acc} K$ denotes the set of all points of accumulation of $K$. We use $T^{*}$ to denote the adjoint of $T \in \mathcal{B}(\mathcal{X})$. For an arbitrary operator $T \in \mathcal{B}(\mathcal{X}), \operatorname{ker}(T)$ denotes its kernel and $\Re(T)$ denotes its range. We set $\alpha(T)=\operatorname{dim} \operatorname{ker}(T)$ and $\beta(T)=\operatorname{dim} \mathcal{X} / \Re(T)$. Let $a:=a(T)$ be the ascent of an operator $T$; i.e., the smallest nonnegative integer $p$ such that $\operatorname{ker}\left(T^{p}\right)=\operatorname{ker}\left(T^{p+1}\right)$. If such integer does not exist we put $a(T)=\infty$. Analogously, let $d:=d(T)$ be the descent of an operator $T$; i.e., the smallest nonnegative integer $q$ such that $\Re\left(T^{q}\right)=\Re\left(T^{q+1}\right)$, and if such integer does not exist we put $d(T)=\infty$. It is well known that if $a(T)$ and $d(T)$ are both finite then $a(T)=d(T)$ [21, Proposition 38.3]. Moreover, $0<a(T-\lambda I)=d(T-\lambda I)<\infty$ precisely when $\lambda$ is a pole of the resolvent of $T$, see Heuser [21, Proposition 50.2].
Following [20] we say that $T \in \mathcal{B}(\mathcal{X})$ has the single-valued extension property (SVEP) at point $\lambda \in \mathbb{C}$ if for every open neighborhood $U_{\lambda}$ of $\lambda$, the only analytic function $f: U_{\lambda} \longrightarrow$ $\mathcal{H}$ which satisfies the equation $(T-\mu) f(\mu)=0$ is the constant function $f \equiv 0$. It is well-known that $T \in \mathcal{B}(\mathcal{X})$ has SVEP at every point of the resolvent $\rho(T):=\mathbb{C} \backslash \sigma(T)$. Moreover, from
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the identity Theorem for analytic function it easily follows that $T \in \mathcal{B}(\mathcal{X})$ has SVEP at every point of the boundary $\partial \sigma(T)$ of the spectrum. In particular, $T$ has SVEP at every isolated point of $\sigma(T)$. In [22, Proposition 1.8], Laursen proved that if $T$ is of finite ascent, then $T$ has SVEP.

Denote by

$$
S F_{+}(\mathcal{X}):=\{T \in \mathcal{B}(\mathcal{X}): \alpha(T)<\infty \text { and } \Re(T) \text { is closed }\}
$$

the class of all upper semi-Fredholm operators, and by

$$
S F_{-}(\mathcal{X}):=\{T \in \mathcal{B}(\mathcal{X}): \beta(T)<\infty\}
$$

the class of all lower semi-Fredholm operators. The class of all semi-Fredholm operators is defined by $S F_{ \pm}(\mathcal{X}):=$ $S F_{+}(\mathcal{X}) \cup S F_{-}(\mathcal{X})$, while the class of all Fredholm operator is defined by $\mathfrak{F}(\mathcal{X}):=S F_{+}(\mathcal{X}) \cap S F_{-}(\mathcal{X})$. For a semi-Fredholm operator $T$ we define the index, ind $(T)$, by ind $(T)=\alpha(T)-$ $\beta(T)$. The upper semi-Weyl operators are defined as the class of Fredholm operators with index less than or equal to 0 , while the class of Weyl operators are defined as the class of Fredholm operators of index 0 . These classes of operators generate the following spectra: the Weyl spectrum defined by

$$
\sigma_{w}(T):=\{\lambda \in \mathbb{C}: T-\lambda \text { is not a Weyl operator }\}
$$

the upper semi-Weyl spectrum defined by
$\sigma_{S F_{+}^{-}}(T):=\{\lambda \in \mathbb{C}: T-\lambda$ is not an upper semi-Weyl operator $\}$.
Recall that an operator $T \in \mathcal{B}(\mathcal{X})$ is said to be Browder(resp. upper semi-Browder, lower semi-Browder) if $T$ is Fredholm and $a(T)=d(T)<\infty$ (resp. $T$ is upper semi-Fredholm and $a(T)<\infty, T$ is lower semi-Fredholm and $d(T)<\infty)$. The Browder spectrum of $T \in \mathcal{B}(\mathcal{X})$ is defined by

$$
\sigma_{b}(T):=\{\lambda \in \mathbb{C}: T-\lambda \text { is not a Browder operator }\}
$$

the upper semi-Browder spectrum is defined by
$\sigma_{u b}(T):=\{\lambda \in \mathbb{C}: T-\lambda$ is not an upper semi-Browder operator $\}$.
Recall that an operator $T \in \mathcal{B}(\mathcal{X})$ is a Drazin invertible if and only if it has a finite ascent and descent. The Drazin spectrum is given by

$$
\sigma_{D}(T):=\{\lambda \in \mathbb{C}: T-\lambda \quad \text { is not Drazin invertible }\}
$$

Let $\pi(T):=\{\lambda \in \mathbb{C}: a(T-\lambda)=d(T-\lambda)<\infty\}$ be the set of poles. Then $\pi^{0}(T):=\{\lambda \in \pi(T): \alpha(T-\lambda)<\infty\}$ is the set of poles of finite rank. We observe that $\pi(T)=$ $\sigma(T) \backslash \sigma_{D}(T)$. An operator $T \in \mathcal{B}(\mathcal{X})$ is called left Drazin
invertible, $T \in L D(\mathcal{X})$, if $a(T)<\infty$ and $\Re\left(T^{a(T)+1}\right)$ is closed. The left Drazin spectrum is given by
$\sigma_{L D}(T):=\{\lambda \in \mathbb{C}: T-\lambda$ is not left Drazin invertible $\}$.
Let $\pi_{a}(T) \quad:=\left\{\lambda \quad \in \quad \sigma_{a}(T) \quad: \quad T-\right.$ $\lambda$ is not a left Drazin invertible $\}$ be the set of left poles of $T$. Then $\pi_{a}^{0}(T):=\left\{\lambda \in \pi_{a}(T): \alpha(T-\lambda)<\infty\right\}$ is the set of left poles of $T$ of finite rank. We observe that $\pi_{a}(T)=\sigma_{a}(T) \backslash \sigma_{L D}(T)$. According also to [21], the space $\Re\left((T-\lambda)^{a(T-\lambda)+1}\right)$ is closed for each $\lambda \in \pi(T)$. Hence we have always $\pi(T) \subset \pi_{a}(T)$ and $\pi^{0}(T) \subset \pi_{a}^{0}(T)$. We say that $a$-Browders theorem holds for $T \in \mathcal{B}(\mathcal{X}), T \in a \mathfrak{B}$, if $\Delta_{a}(T)=\sigma_{a}(T) \backslash \sigma_{S F_{+}^{-}}(T)=\pi_{a}^{0}(T)$.
Recall that $T \in \mathcal{B}(\mathcal{X})$ is said to be a Riesz operator if $T-\lambda \in \mathfrak{F}(\mathcal{X})$ for all $\lambda \in \mathbb{C} \backslash\{0\}$. Evidently, quasi-nilpotent operators and compact operators are Riesz operators.

Suppose that $T \in \mathcal{B}(\mathcal{X})$ and $R$ is a Riesz operator commuting with $T$. Then it follows from [26, Theorem 1] and [29, Proposition 5] that

$$
\begin{align*}
\sigma_{b}(T) & =\sigma_{b}(T+R)  \tag{1}\\
\sigma_{w}(T) & =\sigma_{w}(T+R)  \tag{2}\\
\sigma_{u b}(T) & =\sigma_{u b}(T+R)  \tag{3}\\
\sigma_{S F_{+}^{-}}(T) & =\sigma_{S F_{+}^{-}}(T+R) \tag{4}
\end{align*}
$$

Let $E(T):=\{\lambda \in$ iso $\sigma(T): \alpha(T-\lambda)>0\}$ be the set of all isolated eigenvalues of $T$ and $E_{a}(T):=\left\{\lambda \in\right.$ iso $\sigma_{a}(T)$ : $\alpha(T-\lambda)>0\}$ be the set of all eigenvalues of $T$ that are isolated in $\sigma_{a}(T)$. Then $E^{0}(T):=\{\lambda \in E(T): \alpha(T-\lambda)<$ $\infty\}$ is the set of all isolated eigenvalues of $T$ of finite multiplicity and $E_{a}^{0}(T):=\left\{\lambda \in E_{a}(T): \alpha(T-\lambda)<\infty\right\}$ is the set of all eigenvalues of $T$ that are isolated in $\sigma_{a}(T)$ of finite multiplicity. According to Coburn [19], Weyl's theorem holds for $T$ if $\Delta(T)=\sigma(T) \backslash \sigma_{w}(T)=E^{0}(T)$, and that Browder's theorem holds for $T$ if $\Delta(T)=\pi^{0}(T)$. According to Rakočević [25], an operator $T \in B(X)$ is said to satisfy $a$-Weyl's theorem if $\sigma_{a}(T) \backslash \sigma_{S F_{+}^{-}}(T)=E_{a}^{0}(T)$. It is known [25] that an operator satisfying ${ }^{+}$-Weyl's theorem satisfies Weyl's theorem, but the converse does not hold in general.

For $T \in \mathcal{B}(\mathcal{X})$ and a non negative integer $n$ define $T_{[n]}$ to be the restriction $T$ to $\Re\left(T^{n}\right)$ viewed as a map from $\Re\left(T^{n}\right)$ to $\Re\left(T^{n}\right)$ (in particular $\left.T_{[0]}=T\right)$. If for some integer $n$ the range space $\Re\left(T^{n}\right)$ is closed and $T_{[n]}$ is an upper ( resp., lower) semi-Fredholm operator, then $T$ is called upper ( resp., lower) semi-B-Fredholm operator. In this case index of $T$ is defined as the index of semi- $B$-Fredholm operator $T_{[n]}$. A semi-B-Fredholm operator is an upper or lower semi-Fredholm operator [12]. Moreover, if $T_{[n]}$ is a Fredholm operator then $T$ is called a $B$-Fredholm operator [11]. An operator $T$ is called a $B$-Weyl operator if it is a $B$-Fredholm operator of index zero. The $B$-Weyl spectrum $\sigma_{B W}(T)$ is defined by $\sigma_{B W}(T)=\{\lambda \in \mathbb{C}: T-\lambda$ is not $B$-Weyl operator \} [13].

Following [14], we say that generalized Weyl's theorem holds for $T \in \mathcal{B}(\mathcal{X}), T \in g \mathcal{W}$ if $\Delta^{g}(T)=\sigma(T) \backslash$ $\sigma_{B W}(T)=E(T)$ and that generalized Browder's theorem holds for $T \in \mathcal{B}(\mathcal{X}), T \in g \mathfrak{B}$, if $\Delta^{g}(T)=\pi(T)$. It is proved
in [9, Theorem 2.1] that generalized Browder's theorem is equivalent to Browder's theorem. In [15, Theorem 3.9], it is shown that an operator satisfying generalized Weyl's theorem satisfies also Weyl's theorem, but the converse does not hold in general. Nonetheless and under the assumption $E(T)=\pi(T)$, it is proved in [16, Theorem 2.9] that generalized Weyl's theorem is equivalent to Weyl's theorem.

Let $S B F_{+}(\mathcal{X})$ be the class of all upper semi-B-Fredholm operators,

$$
S B F_{+}^{-}(\mathcal{X}):=\left\{T \in S B F_{+}(\mathcal{X}): \operatorname{ind}(T) \leq 0\right\}
$$

The upper $B$-Weyl spectrum of $T$ is defined by

$$
\sigma_{S B F_{+}^{-}}(T):=\left\{\lambda \in \mathbb{C}: T-\lambda \notin S B F_{+}^{-}(\mathcal{X})\right\}
$$

We say that generalized $a$-Weyl's theorem holds for $T \in \mathcal{B}(\mathcal{X})$, $T \in g a \mathcal{W}$, if $\Delta_{a}^{g}(T)=\sigma_{a}(T) \backslash \sigma_{S B F_{+}^{-}}(T)=E_{a}(T)$ and that $T \in \mathcal{B}(\mathcal{X})$ obeys generalized a-Browders theorem, $T \in$ ga $\mathfrak{B}$, if $\Delta_{a}^{g}(T)=\pi_{a}(T)$. It is proved in [9, Theorem 2.2] that generalized $a$-Browder's theorem is equivalent to $a$-Browder's theorem, and it is known from [15, Theorem 3.11] that an operator satisfying generalized a-Weyl's theorem satisfies $a$-Weyl's theorem, but the converse does not hold in general and under the assumption $E_{a}(T)=\pi_{a}(T)$ it is proved in [16, Theorem 2.10] that generalized $a$-Weyl's theorem is equivalent to $a$-Weyl's theorem.

## II. Property ( gm ) for Bounded Linear Operators

Definition 1. Let $T \in \mathcal{B}(\mathcal{X})$. We say that $T$ obeys
(i) property $(g w)$ if $\Delta_{a}^{g}(T)=E(T)$ [10].
(ii) property $(g R)$ if $\sigma_{a}(T) \backslash \sigma_{L D}(T)=E(T)$ [6].
(iii) property ( $g t$ ) if $\Delta_{+}^{g}(T)=\sigma(T) \backslash \sigma_{S B F_{+}^{-}}(T)=E(T)$ [27].
In [27, Theorem 2.6] the author proved that $T$ obeys property $(g t)$ if and only if $T$ obeys property $(g w)$ and $\sigma(T)=\sigma_{a}(T)$.
Definition 2. ([28]) Let $T \in \mathcal{B}(\mathcal{X})$. Then we say that $T$ obeys property ( gm ) if

$$
\sigma(T) \backslash \sigma_{L D}(T)=E(T)
$$

Generalized Weyl's theorem corresponds to the half of property $(\mathrm{gm})$, in the following sense:
Theorem 1. ([28]) If $T \in \mathcal{B}(\mathcal{X})$ then the following assertions are equivalent:

1) Property (gm) holds for $T$;
2) $T$ satisfies generalized Weyl's theorem and $\sigma_{L D}(T)=$ $\sigma_{B W}(T)$.
Theorem 2. Let $T \in \mathcal{B}(\mathcal{X})$. Then the following assertions are equivalent:
(i) Property (gt) holds for $T$;
(ii) $T$ satisfies property $(g m)$ and $\sigma_{L D}(T)=\sigma_{S B F_{+}^{-}}(T)$.

Proof: (i) $\Longrightarrow$ (ii) As $T$ has property $(g t)$, we have $T$ satisfies generalized Browder's theorem and so $\sigma_{L D}(T)=$
$\sigma_{S B F_{+}^{-}}(T) . \quad$ Therefore,

$$
E(T)=\sigma(T) \backslash \sigma_{S B F_{+}^{-}}(T)=\sigma(T) \backslash \sigma_{L D}(T) .
$$

That is, $T$ satisfies property ( $g m$ ).
(ii) $\Longrightarrow$ (i) Suppose that $T$ obeys property $(m)$ and $\sigma_{L D}(T)=$ $\sigma_{S B F_{+}^{-}}(T)$. Then

$$
E(T)=\sigma(T) \backslash \sigma_{L D}(T)=\sigma(T) \backslash \sigma_{S B F_{+}^{-}}(T)
$$

That is, $T$ obeys property $(g t)$.
Remark 1. Let $T \in \mathcal{B}(\mathcal{X})$. If $T^{*}$ has the SVEP, then it is known from [23, Page 35] that $\sigma(T)=\sigma_{a}(T)$ and from [3, Theorem 2.9] we have $\sigma_{S B F_{+}^{-}}(T)=\sigma_{B W}(T)=\sigma_{D}(T)$. Hence $E_{a}(T)=E(T), \Delta^{g}(T)=\Delta_{a}^{g}(T), \Delta_{+}^{g}(T)=\Delta^{g}(T)$ and $\sigma(T) \backslash \sigma_{L D}(T)=\Delta^{g}(T)$.

Theorem 3. Let $T \in \mathcal{B}(\mathcal{X})$. Then the following assertions are equivalent:
(i) Property (gm) holds for $T$;
(ii) $T$ satisfies property $(g R)$ and $\sigma(T)=\sigma_{a}(T)$.

Proof: (i) $\Longrightarrow$ (ii) Assume that $T$ obeys property ( gm ). It then follows from Theorem 1 that $T$ satisfies generalized Weyl's theorem and $\sigma_{L D}(T)=\sigma_{B W}(T)$ and hence $T$ satisfies generalized Browder's theorem and $\pi(T)=E(T)$. Therefore $\pi_{a}(T)=\sigma_{a}(T) \backslash \sigma_{L D}(T) \subseteq \sigma(T) \backslash \sigma_{L D}(T)=E(T)=\pi(T) \subseteq$ So, $E(T)=\pi_{a}(T)$, i.e, $T$ obeys property $(g R)$ and $\sigma(T)=$ $\sigma_{a}(T)$.
(ii) $\Longrightarrow$ (i) Suppose that $T$ satisfies property $(g R)$ and $\sigma(T)=$ $\sigma_{a}(T)$. Then

$$
\pi_{a}(T)=E(T)=\sigma_{a}(T) \backslash \sigma_{L D}(T)=\sigma(T) \backslash \sigma_{L D}(T) .
$$

That is, $T$ obeys property $(\mathrm{gm})$.
A bounded operator $T \in \mathcal{B}(\mathcal{X})$ is said to be finitely isoloid (respectively, finitely $a$-isoloid) if every isolated point of $\sigma(T)$ (respectively, every isolated point of $\sigma_{a}(T)$ ) is an eigenvalue of $T$ having finite multiplicity.

Theorem 4. Suppose that $T \in \mathcal{B}(\mathcal{X})$ is a finitely a-isoloid operator and suppose that there is an injective quasi-nilpotent operator $Q$ which commutes with $T$. Then $T$ obeys property (gm).

Proof: First we note that $E(T)=\emptyset$. Indeed, suppose that $\lambda \in E(T)$. Then $\lambda$ is an isolated point of $\sigma(T)$ and hence belong to $\sigma_{a}(T)$. Thus $\lambda \in$ iso $\sigma_{a}(T)$, so that $0<\alpha(T-\lambda)<$ $\infty$, since $T$ is finitely $a$-isoloid. But from [6, Lemma 3.6] we also have $\alpha(T-\lambda)=0$, and this is impossible. Therefore, $E(T)=\emptyset$.

In order to show property $(\mathrm{gm})$ holds for $T$, it suffices to prove that $\sigma(T) \backslash \sigma_{L D}(T)=\emptyset$. Let $\lambda \in \sigma(T) \backslash \sigma_{L D}(T)$. Then $\lambda \in \sigma(T)$ and $T-\lambda$ is left Drazin invertible. We distinguish two cases. Firstly, if $\lambda \in \sigma_{a}(T)$. By [2, Theorem 2.7] $\lambda$ is an isolated point of $\sigma_{a}(T)$, and since $T$ is finitely $a$-isoloid we then have $\alpha(T-\lambda)<\infty$. Again by [6, Lemma 3.6] we then conclude that $T-\lambda$ is injective. On the other hand, by [4, Lemma 2.4], we have $T-\lambda \in S F_{+}(\mathcal{X})$, so $T-\lambda$ has closed range and hence $T-\lambda$ is bounded below, i.e., $\lambda \notin \sigma_{a}(T)$,
a contradiction. If $\lambda \notin \sigma_{a}(T)$, then $\lambda \notin \pi_{a}(T)$. Hence $\lambda \in$ $\sigma_{L D}(T)$, a contradiction. Therefore, $\sigma(T) \backslash \sigma_{L D}(T)=\emptyset$, and consequently $T$ satisfies property ( gm ).

## III. Property ( gm ) under Perturbations by Finite Rank Operators

We begin with the following lemmas in order to give the proof of the main result in this section.

Lemma 1. ([24, Lemma 2.1]) Let $T \in \mathcal{B}(\mathcal{X})$. If $F$ is an arbitrary finite rank operator on $\mathcal{X}$, such that $F T=T F$, then for all $\mu \in \mathbb{C}$ :

$$
\mu \in \operatorname{acc} \sigma(T) \Longleftrightarrow \mu \in \operatorname{acc} \sigma(T+F)
$$

Remark 2. If $T \in \mathcal{B}(\mathcal{X})$ is an isoloid and $F$ is an arbitrary finite rank operator on $\mathcal{X}$, such that $F T=T F$, then it follows from Lemma 1 that

$$
E(T+F) \cap \sigma(T) \subset E(T) .
$$

Remark 3. We conclude from [17, Theorem 2.1] that if $T \in$ $\mathcal{B}(\mathcal{X})$ and $F \in \mathcal{F}(\mathcal{X})$ such that $T F=F T$, then

$$
\begin{equation*}
\sigma_{L D}(T)=\sigma_{L D}(T+F) \tag{5}
\end{equation*}
$$

Recall that $T \in \mathcal{B}(\mathcal{X})$ is isolated, provided that all isolated points of $\sigma(T)$ are eigenvalues of $T . T \in \mathcal{B}(\mathcal{X})$ is $a$-isolated $\pi_{\text {pro }}\left(\sigma v i d e d\right.$ that all isolated points of $\sigma_{a}(T)$ are eigenvalues of $T$. It is well-known that $\partial \sigma(T) \subseteq \sigma_{a}(T)$, so all isolated points of $\sigma(T)$ are also isolated points of $\sigma_{a}(T)$. Now it is obvious that if $T$ is $a$-isolated, then it is also isolated.
Theorem 5. Let $T \in \mathcal{B}(\mathcal{X})$. Suppose that $F$ is an arbitrary finite rank operator and $T F=F T$. If $T$ is isoloid and property (gm) holds for $T$, then property ( gm ) holds for $T+F$.

Proof: It is enough to prove that $0 \in \sigma(T+F) \backslash \sigma_{L D}(T+$ $F)$ if and only if $0 \in E(T+F)$.

Firstly we prove that if $0 \in \sigma(T+F) \backslash \sigma_{L D}(T+F)$, then $T+F$ is left Drazin invertible and $0<\alpha(T+F)$. We need to prove that $0 \in$ iso $\sigma(T+F)$. It follows that $T \in L D(\mathcal{X})$, so $0 \notin \sigma_{L D}(T)$. It is possible that $0 \notin \sigma(T)$. In this case we get from Lemma 1 that $0 \notin \operatorname{acc} \sigma(T)$ and hence $0 \notin \operatorname{acc} \sigma(T+F)$, so $0 \in E(T+F)$. The second possibility is that $0 \in \sigma(T)$. Since property $(\mathrm{gm})$ holds for $T$, we get that $0 \notin \operatorname{acc} \sigma(T)$ and again $0 \in E(T+F)$.

To prove the opposite implication, suppose that $0 \in E(T+$ $F)$. Then $0 \in$ iso $\sigma(T+F)$ and $0<\alpha(T+F)$. Hence $0 \notin$ $\operatorname{acc} \sigma(T)$ and so it follows that $0 \leq \alpha(T)$. Again we distinguish two cases. Firstly, if $0 \notin \sigma(T)$, then $T \in L D(\mathcal{X})(\mathcal{X})$ and by Remark $3 T+F \in L D(\mathcal{X}), 0 \in \sigma(T+F) \backslash \sigma_{L D}(T+F)$. On the other hand, if $0 \in \sigma(T)$ then $0 \in \operatorname{iso} \sigma(T)$. Since $T$ is isoloid, we get that $0<\alpha(T)$ and $0 \notin \sigma_{L D}(T)$. Now, we have $T \in L D(\mathcal{X}), T+F \in L D(\mathcal{X})$ and $0 \in \sigma(T+F) \backslash$ $\sigma_{L D}(T+F)$.
Example 1. Let $S: \ell^{2}(\mathbb{N}) \longrightarrow \ell^{2}(\mathbb{N})$ be an injective quasinilpotent operator which is not nilpotent. We define $T$ on the Banach space $\mathcal{X}=\ell^{2}(\mathbb{N}) \oplus \ell^{2}(\mathbb{N})$ by $T=I \oplus S$. Then $\sigma(T)=\sigma_{a}(T)=\{0,1\}$ and $E(T)=\{1\}$. It follows
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that $\sigma_{B W}(T)=\{0\}$ and hence $\sigma_{S B F_{+}^{-}}(T)=\sigma_{L D}(T)=\{0\}$. Hence $\sigma(T) \backslash \sigma_{L D}(T)=E(T)$ and $\stackrel{+}{T}$ obeys property ( gm ).

We define the operator $U$ on $\ell^{2}(\mathbb{N})$ by $U\left(x_{1}, x_{2}, \cdots\right):=$ $\left(-x_{1}, 0,0, \cdots\right)$ and $F=U \oplus 0$ on the Banach space $\mathcal{X}=$ $\ell^{2}(\mathbb{N}) \oplus \ell^{2}(\mathbb{N})$. Then $F$ is a finite rank operator commuting with $T$. On the other hand, $\sigma(T+F)=\sigma_{a}(T+F)=\{0,1\}$ and $E(T+F)=\{0,1\}$. As $\sigma_{L D}(T+F)=\sigma_{L D}(T)=\{0\}$, then $\sigma(T+F) \backslash \sigma_{L D}(T+F)=\{1\} \neq E(T+F)$ and $T+F$ does not satisfy property ( gm ).
Theorem 6. Let $T \in \mathcal{B}(\mathcal{X})$ and let $F$ be a finite rank operator commuting with $T$. If $T$ satisfies property ( gm ), then the following properties are equivalent.
(i) $T+F$ satisfies property $(g m)$;
(ii) $E(T)=E(T+F)$.

Proof: Assume that $T+F$ satisfies property $(g m)$, then

$$
\sigma(T+F) \backslash \sigma_{L D}(T+F)=E(T+F)
$$

As $\sigma(T+F)=\sigma(T)$ and $\sigma_{L D}(T)=\sigma_{L D}(T+F)$ then $\sigma(T) \backslash$ $\sigma_{L D}(T)=E(T+F)$. Since $T$ obeys property $(g m)$, then $E(T)=\sigma(T) \backslash \sigma_{L D}(T)$. So, $E(T)=E(T+F)$. Conversely, assume that $E(T+F)=E(T)$, then as $T$ obeys property ( $g m$ ) we have
$E(T+F)=E(T)=\sigma(T) \backslash \sigma_{L D}(T)=\sigma(T+F) \backslash \sigma_{L D}(T+F)$ and hence $T+F$ obeys property $(g m)$.

Lemma 2. ([30]) Let $T \in \mathcal{B}(\mathcal{X})$ and let $F \in \mathcal{B}(\mathcal{X})$ with $F^{n} \in \mathcal{F}(\mathcal{X})$ for some $n \in \mathbb{N}$. If $T$ commutes with $F$, then

$$
\begin{align*}
\sigma_{B W}(T) & =\sigma_{B W}(T+F)  \tag{6}\\
\sigma_{D}(T) & =\sigma_{D}(T+F)  \tag{7}\\
\sigma_{L D}(T) & =\sigma_{L D}(T+F) \tag{8}
\end{align*}
$$

Theorem 7. Let $T \in \mathcal{B}(\mathcal{X})$ be an isoloid and let $F \in \mathcal{B}(\mathcal{X})$ with $F^{n} \in \mathcal{F}(\mathcal{X})$ for some $n \in \mathbb{N}$. If $T$ commutes with $F$, then

$$
E(T)=E(T+F)
$$

Proof: Let $\lambda \in E(T+F)$. Then $\lambda$ is an isolated point of $\sigma(T+F)$, and since $\alpha(T+F-\lambda)>0$ we then have $\lambda \in \sigma(T+F)=\sigma(T)$. Therefore, it follows from Remark 2 that $\lambda \in E(T)$. By symmetry, we have the other inclusion.
Theorem 8. Let $T \in \mathcal{B}(\mathcal{X})$ be an isoloid obeys property (gm) and let $F \in \mathcal{B}(\mathcal{X})$ with $F^{n} \in \mathcal{F}(\mathcal{X})$ for some $n \in \mathbb{N}$. If $T$ commutes with $F$, then $T+F$ obeys property ( gm ).

Proof: As $T$ obeys property $(\mathrm{gm})$. Then

$$
\begin{aligned}
E(T) & =\sigma(T) \backslash \sigma_{L D}(T) \\
& \left.=\sigma(T+F) \backslash \sigma_{L D}(T+F) \quad \text { (by Lemma } 2\right) \\
& =E(T+F) \quad(\text { by Theorem } 7)
\end{aligned}
$$

Hence, $T+F$ obeys property $(g m)$.

## IV. Property ( $g m$ ) under Perturbation by Quasi-Nilpotent Operators

First, observe that if $Q$ is quasi-nilpotent and commutes with $T \in \mathcal{B}(\mathcal{X})$ then

$$
\begin{equation*}
\sigma(T)=\sigma(T+Q) \quad \text { and } \quad \sigma_{a}(T)=\sigma_{a}(T+Q) \tag{9}
\end{equation*}
$$

In particular both equalities holds for commuting nilpotent operators.

Suppose that $T \in \mathcal{B}(\mathcal{X})$ and that $N \in \mathcal{B}(\mathcal{X})$ is a nilpotent operator commuting with $T$. Then from the proof of [18, Theorem 3.5], we have

$$
\begin{equation*}
\alpha(T+N)>0 \Longleftrightarrow \alpha(T)>0 \tag{10}
\end{equation*}
$$

Hence by Equation (9), we have the following equation:

$$
\begin{equation*}
E(T+N)=E(T) \tag{11}
\end{equation*}
$$

Lemma 3. Suppose that $T \in \mathcal{B}(\mathcal{X})$ and that $N \in \mathcal{B}(\mathcal{X})$ is a nilpotent operator commuting with $T$. Then

$$
\begin{equation*}
\sigma_{L D}(T+N)=\sigma_{L D}(T) \tag{12}
\end{equation*}
$$

Proof: It follows from [30, Corllary 3.8] that $\pi_{a}(T+$ $N)=\pi_{a}(T)$. Then

$$
\begin{aligned}
\sigma_{L D}(T+N) & =\sigma_{a}(T+N) \backslash \pi_{a}(T+N) \\
& =\sigma_{a}(T) \backslash \pi_{a}(T+N) \quad(\text { by Equation 9) } \\
& =\sigma_{a}(T) \backslash \pi_{a}(T) \\
& =\sigma_{L D}(T)
\end{aligned}
$$

So, the proof of the lemma is achieved.
Theorem 9. Suppose that $T \in \mathcal{B}(\mathcal{X})$ has property (gm) and that $N \in \mathcal{B}(\mathcal{X})$ is a nilpotent operator commuting with $T$. Then $T+N$ has property ( gm ).

Proof: As $T$ obeys property ( gm ), we have
$E(T+N)=E(T) \quad($ by Equation 11)
$=\sigma(T) \backslash \sigma_{L D}(T)$
$=\sigma(T+N) \backslash \sigma_{L D}(T+N)$ (by Equation (9)and Lemma 3
That is, $T+N$ obeys property $(g m)$.
The following example shows that property ( gm ) is not stable under commuting quasi-nilpotent perturbations.

Example 2. Let $Q: \ell^{2}(\mathbb{N}) \longrightarrow \ell^{2}(\mathbb{N})$ be a quasi-nilpotent operator defined by

$$
Q\left(x_{1}, x_{2}, \cdots\right):=\left(\frac{x_{2}}{2}, \frac{x_{3}}{3}, \cdots\right) \text { for all }\left(x_{n}\right) \in \frac{x_{2}}{2}
$$

Then $Q$ is quasi-nilpotent, $\sigma(Q)=\sigma_{L D}(Q)=\{0\}$ and $E(T)=\{0\}$. Take $T=0$. Clearly, $T$ satisfies property $(g m)$, but $T+Q=Q$ fails to satisfy property $(g m)$.

A bounded operator $T \in \mathcal{B}(\mathcal{X})$ is said to be polaroid if every isolated point of $\sigma(T)$ is a pole of the resolvent of $T$ and that $T \in \mathcal{B}(\mathcal{X})$ is said to be $a$-polaroid if every isolated point of $\sigma_{a}(T)$ is a pole of the resolvent of $T$. It is known that $T$ is polaroid if and only if $T^{*}$ is polaroid and evidently,

$$
\begin{equation*}
T a \text {-polaroid } \Longrightarrow T \text { polaroid, } \tag{13}
\end{equation*}
$$
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while, in general, the converse does not hold
Theorem 10. Let $T \in \mathcal{B}(\mathcal{X})$ obeys property ( gm ). If $T$ is a-polaroid and finitely isoloid, $Q$ is a quasi-nilpotent operator which commutes with $T$, then $T+Q$ obeys property (gm).

Proof: It follows from [6, Theorem 4.8] that $T+Q$ is $a$-polaroid and hence by [6, Theorem 3.2], we have $T+Q$ obeys property $(g R)$. As $T$ obeys property $(g m)$, we have by Theorem 3 that $T$ satisfies property $(g R)$ and $\sigma(T)=\sigma_{a}(T)$. Therefore,

$$
\begin{aligned}
E(T+Q) & =\sigma_{a}(T+Q) \backslash \sigma_{L D}(T+Q) \\
& =\sigma_{a}(T) \backslash \sigma_{L D}(T+Q) \\
& =\sigma(T) \backslash \sigma_{L D}(T+Q) \\
& =\sigma(T+Q) \backslash \sigma_{L D}(T+Q) .
\end{aligned}
$$

That is, $T+Q$ obeys property $(g m)$.

## V. Property ( gm ) under Perturbations by Algebraic Operators

We shall consider algebraic perturbations of operators satisfying property $(g m)$.
A bounded linear operator $T$ is said to be algebraic if there exists a non-trivial polynomial $h$ such that $h(T)=0$. From the spectral mapping theorem it easily follows that the spectrum of an algebraic operator is a finite set. A nilpotent operator is a trivial example of an algebraic operator. Also finite rank operators $K$ are algebraic; more generally, if $K^{n}$ is a finite rank operator for some $n \in \mathbb{N}$ then $K$ is algebraic. Clearly, if $T$ is algebraic then its dual $T^{*}$ is algebraic, as well as $T^{\prime}$ in the case of Hilbert space operators.

Let $H_{n c}(T)$ denotes the set of all complex-valued functions $f$, defined and regular in some neighborhood of $\sigma(T)$, such that $f$ is not constant on the connected components of its domain of definition.

Theorem 11. Suppose that $T \in \mathcal{B}(\mathcal{X})$ and $K \in \mathcal{B}(\mathcal{X})$ is an algebraic operator which commutes with $T$.
(i) If $T^{*}$ is hereditarily polaroid and has SVEP, then $T+K$ obeys property (gm).
(ii) If T is hereditarily polaroid and has SVEP, then $T^{*}+K^{*}$ obeys property (gm).

Proof: (i) Obviously, $K^{*}$ is algebraic and commutes with $T^{*}$. Moreover, by [7, Theorem 2.15], we have $T^{*}+K^{*}$ is polaroid, or equivalently, $T+K$ is polaroid. Since $T^{*}$ has SVEP then by [5, Theorem 2.14], we have $T^{*}+K^{*}$ has SVEP . Therefore, $T+K$ obeys property $(g m)$ by $[28$, Theorem 3.4 (i)].
(ii) It follows from the proof of Theorem 2.15 of [7] that $T+K$ is polaroid and hence by duality $T^{*}+K^{*}$ is polaroid. Since $T$ has SVEP then it follows from [5, Theorem 2.14] that $T+K$ has SVEP. Therefore, $T^{*}+K^{*}$ obeys property ( $m$ ) by [28, Theorem 3.3 (ii)].
Theorem 12. Suppose that $T \in \mathcal{B}(\mathcal{X})$ and $K \in \mathcal{B}(\mathcal{X})$ is an algebraic operator which commutes with $T$.
(i) If $T^{*}$ is hereditarily polaroid and has SVEP, then $f(T+$ $K$ ) obeys property $(\mathrm{gm})$ for all $f \in H_{n c}(\sigma(T))$.
(ii) If $T$ is hereditarily polaroid and has SVEP, then $f\left(T^{*}+\right.$ $K^{*}$ ) obeys property ( gm ) for all $f \in H_{n c}(\sigma(T))$.

Proof: (i) We conclude from [7, Theorem 2.15] that $T+$ $K$ is polaroid and hence by [8, Lemma 3.11], we have $f(T+$ $K$ ) is polaroid and from [5, Theorem 2.14] that $T^{*}+K^{*}$ has SVEP. The SVEP of $T^{*}+K^{*}$ entails the SVEP for $f\left(T^{*}+K^{*}\right)$ by [1, Theorem 2.40 ]. So, $f(T+K)$ obeys property $(m)$ by [28, Theorem 3.4 (i)].
(ii) The proof of part (ii) is analogous.

## References

[1] P. Aiena, Fredholm and local spectral theory with applications to multipliers,Kluwer Acad. Publishers, Dordrecht, 2004.
[2] P. Aiena, Quasi Fredholm operators and Localized SVEP, Acta Sci. Math. (Szeged) 73(2007), 251-263.
[3] P. Aiena, T. L. Miller, On generalized a-Browders theorem, Stud. Math. 180 (3) (2007), 285-300.
[4] P. Aiena, E. Aponte and E. Bazan, Weyl type theorems for left and right polaroid operators, Integral Equations Operator Theory 66 (2010), 1-20.
[5] P. Aiena, J. R. Guillen and P. Peña, Property ( $w$ ) for perturbations of polaroid operators, Linear Alg. Appl. 428 (2008), 1791-1802.
[6] P. Aiena, J. R. Guillén and P. Peña, Property $(g R)$ and perturbations, Acta Sci. Math. (Szeged) 78(2012), 569-588.
[7] P. Aiena, E. Aponte, J. R. Guillén and P. Peña, Property $(R)$ under perturbations, Mediterr. J. Math. 10 (1) (2013), 367-382.
[8] P. Aiena, E. Aponte, Polaroid type operators under perturbations, Studia Math. 214, (2), (2013), 121-136.
[9] M. Amouch, H. Zguitti, On the equivalence of Browder's and generalized Browder's theorem, Glasg. Math. J. 48 (2006), 179185.
[10] M. Amouch, M. Berkani, on the property ( $g w$ ), Mediterr. J. Math. 5 (2008), 371-378.
[11] M. Berkani, On a class of quasi-Fredholm operators, Integral Equations and Operator Theory. 34 (1999), no.2, 244-249.
[12] M. Berkani, M. Sarih, On semi B-Fredholm operators, Glasg. Math. J. 43 (2001), 457-465.
[13] M. Berkani, Index of B-Fredholm operators and gereralization of a Weyl Theorem, Proc. Amer. Math. Soc. 130 (2001), 1717-1723.
[14] M. Berkani, $B$-Weyl spectrum and poles of the resolvent, J. Math. Anal. Appl. 272 (2002), 596-603.
[15] M. Berkani and J. Koliha, Weyl type theorems for bounded linear operators, Acta Sci. Math. 69 (2003), 359-376.
[16] M. Berkani, On the equivalence of Weyl theorem and generalized Weyl theorem, Acta Math. Sinica 272 (2007), 103-110.
[17] M. Berkani and H. Zariouh, Generalized a-Weyl's theorem and perturbations, Functional Analysis, Approximation and computation 2 (1)(2010), 7-18.
[18] M. Berkani and H. Zariouh, Perturbation results for Weyl type theorem, Acta Math. Univ. Comenianae 80(2011), 119-132.
[19] L. A. Coburn, Weyl's theorem for nonnormal operators, Michigan Math. J. 13 (1966), 285-288.
[20] J. K. Finch, The single valued extension property on a Banach space, Pacific J. Math. 58 (1975), 61-69.
[21] H. Heuser, Functional analysis, Marcel Dekker, New York, 1982.
[22] K. B. Laursen, Operators with finite ascent, Pacific J. Math. 152 (1992), 323-336.
[23] K. B. Laursen, M. M. Neumann, An introduction to local spectral theory, Oxford. Clarendon, 2000.
[24] W. Y. Lee, S. H. Lee, On Weyls theorem II, Math. Japonica 43 (1996), 549-553.
[25] V. Rakočević, Operators obeying a-Weyl's theorem, Rev. Roumaine Math. Pures Appl. 10(1986), 915-919.
[26] V. Rakoc̃ević, Semi-Browder operators and perturbations, Studia Math. 122(1997), 131-137.
[27] M. H. M. Rashid, Properties ( $t$ ) and ( $g t$ ) For Bounded Linear Operators Mediterr. J. Math. (2014) 11: 729. doi:10.1007/s00009-013-0313-x.
[28] M. H. M. Rashid, Properties ( $\mathrm{m} \mathrm{)} \mathrm{and} \mathrm{(gm)} \mathrm{For} \mathrm{Bounded} \mathrm{Linear}$ Operators, Jordan Journal of Mathematics and Statistics 6(2)(2013), 81-102.

# International Journal of Engineering, Mathematical and Physical Sciences 

ISSN: 2517-9934
Vol:13, No:2, 2019
[29] H. O. Tylli, On the asymptotic behaviour of some quantities related to semi-Fredholm operators, J. London Math. Soc. 31(1985), 340-348.
[30] Q. Zeng, Q. Jiang, and H. Zhong, Spectra originated from semi-B-Fredholm theory and commuting perturbations, arXiv:1203.2442vl[math. FA] 12 Mar 2012.

