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Abstract—Traffic incident has bad effect on all parts of society 

so controlling road networks with enough traffic devices could help 
to decrease number of accidents, so using the best method for 
optimum site selection of these devices could help to implement good 
monitoring system. This paper has considered here important criteria 
for optimum site selection of traffic camera based on aggregation 
methods such as Bagging and Dempster-Shafer concepts. In the first 
step, important criteria such as annual traffic flow, distance from 
critical places such as parks that need more traffic controlling were 
identified for selection of important road links for traffic camera 
installation, Then classification methods such as Artificial neural 
network and Decision tree algorithms were employed for 
classification of road links based on their importance for camera 
installation. Then for improving the result of classifiers aggregation 
methods such as Bagging and Dempster-Shafer theories were used.  
 

Keywords—Aggregation, Bagging theory, Dempster-Shafer 
theory, Site selection  

I. INTRODUCTION 

PTIMUM site selection of traffic camera could help to 
obtain real time data without human intervention with 

high accuracy and helps to decrease road accidents. For doing 
Optimum site selection following steps should be followed: 

A. Identification of criteria 

For site selection of traffic sensors and cameras the first step 
are determination of criteria, some criteria such as annual 
traffic distance from critical places such and parks and that 
need more controlling. 

B. Classification of road links 

In the next step, some classification methods such as 
artificial neural network and Decision tree were employed for 
classification of road links based on their importance for 
camera installation. Section-2 demonstrates the principal of the 
methodology of classification based on these classifiers. 

C. Aggregation of single classifiers 

For improving the results of single classifiers aggregation 
methods such Bagging and Dempster-Shafer theories were 
used.  
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Section-3 demonstrates the principal of the aggregation 

concept for improvement of classification results based on 
single classifiers such as Decision tree and neural network. 

D. Identification of critical links 

After using classification based on artificial neural network 
and Decision tree classifiers and aggregation method for 
improvement the result of classifiers, road links were classified 
in two classes based on their importance for camera 
installation so links in high risk class will be selected for 
camera installation in future; these steps of camera site 
selection are shown on Fig. 1. 

 
Fig. 1 The steps of the research 

II. CLASSIFICATION 

In supervised learning or classification we use learning data 
for identification of category of data. Two famous classifiers 
are decision tree and artificial neural network. 

A. Artificial neural network 

The usage of neural network could help experts to perform 
intelligent tasks in a manner similar to human brain.ANNs 
resemble the human brain in two ways:  

(1) They obtain knowledge based on learning.  
(2) Their knowledge is saved within interneuron connection 

strengths known as synaptic weights. 
The aim of any neural network is to identify a relationship 

between the inputs and outputs. 
ANN can be classified in to supervised and unsupervised 

based on learning algorithm. A supervised network has its 
output compared to known answers in training process. 

 A famous type of neural network model is the multi-layer 
perceptron (MLP), it needs a desired output for learning. 
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ANNs are easy to use, and they can approximate any 
input/output although require a relatively large data set for 
training, although they are slow to train, strongly correlated 
inputs can be a problem, continuous and discrete inputs can be 
difficult to handle. 

The MLPs learn using an algorithm called back 
propagation. Basically, back propagation is a supervised 
learning that during the learning, the input data is repeatedly 
presented to the neural network. With each presentation, the 
output of the neural network is compared to the desired output 
and an error is calculated. This error is then fed back (back 
propagated) to the neural network and utilize to adjust the 
weights such for decreasing error so this could improve weight 
of network. Forward pass and backward estimations are shown 
on (1), (2): [1]. 

ijiji XYWfy += ∑ )( (1) 

 
Where: output System=iy , Weight,=ijW inputCurrent =iX  

jijii We σε ∑+−= (2) 

Where: error Produced=ie , error Injected=iε ,

yby topolog computesError =jσ  

 In ANN data set should be divided into three types of data 

B. Training set 

Training set is the portion of the data used to train the 
network. This is the largest portion of the data at least is 50%. 

C. Cross validation set 

Cross validation set is the data set aside to test the network 
during training. 

D. Testing set      

Testing set is used for validation of the result. 

E. Measuring Performance of Classification 

Performance of classification could be estimated by learning 
curve, if a learning curve is noisy or (jumping up and down), 
this means the network is not training well, Fig. 2 shows a 
good learning curve for a given dataset. 

 

 
Fig. 2 The learning curve for a given dataset 

 
F. Decision tree 

Decision tree is a famous classifier that does not require any 
knowledge or parameter setting. The approach is supervised 

learning. Given a training data, we can extract a decision tree 
to make rules about the data; the structure of a Decision tree is 
shown on Fig. 3. 

 

 
Fig. 3 Decision trees structure on a given dataset for severity analysis 

III.  AGGREGATION OF SINGLE CLASSIFIERS 

Aggregation of some classifiers could improve the result of 
classification result two famous methods for aggregations are 
Bagging and Dempster-Shafer. 

 
A. Bagging tree 
Bagging predictors is a famous method for generating 

multiple versions of a predictor and using these to acquire an 
aggregated predictor. The aggregation averages over the 
versions when predicting a numerical outcome and does a 
plurality vote when predicting a class. The multiple versions 
are formed by making bootstrap replicates of the learning set 
and employing these as new learning sets.  

For learning set ( ){ }NnxyL nn ,...,2,1,,: ==  where: Xxn ∈  is 

the input and Yyn ∈  is the response from a predictor denoted 

by ( )LX ,Φ .When consider k learning sets  ( )}{ kL  of iidN  

(independent identical distribution) observation from the 
similar distribution of L, it is obvious to use the average to get 
to a better result for classification, this concept is shown on 
(3): [2, 3]. 
 

),()( LXEX LA φφ =                                                                (3)  

                                                                                                                                      
Where: LE Denotes the expectation over L. 

 When there is just one learning set L, one resolvable way is to 
take bootstrap samples {L(B)} of N(B) cases, randomly, but 
with replacement from L, and form predictor set { ϕ(X, 
L(B))}.  
Then the predictor ( )XAΦ , which gives us the most voting 

score of test set, is the best result for classification.  

B. Dempster-Shafer  

Dempster-Shafer theory offers an alternative to traditional 
probabilistic theory for the mathematical representation of 
uncertainty, it let us to allocate probability mass to sets or 
intervals. It gives combination rules are the special types of 
aggregation methods for data acquired from multiple sources 
to obtain the better result than single source. 

The most important assumption in this theory is 
independency of sources. In a simple example, suppose 1m  
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and 2m  are two mass functions formed based on information 

obtained from two different information sources, combination 
rule for these sources is shown on (4):[4] 
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Where K represents a basic probability mass associated with 
conflicts among the sources of evidence. The conflict K is 
defined in (5): [4]. 
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=
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BA φI

                                                      (5) 

IV.  CASE STUDY 

The optimum site selection of traffic camera was calculated 
with usage of Matlab functions for fusion and clustering. To 
evaluate the steps of process we used a part of USA road map 
(north of Washington), Meta data information is mentioned as 
below: 

Projected_Coordinate_System: 
NAD_1983_HARN_StatePlane_Washington_North_FIPS_46
01_Feet. 

Projection: Lambert_Conformal_Conic. 
Geographic_Coordinate_System:GCS_North_American_19

83_HARN. 
Datum: D_North_American_1983_HARN. 
 The data was prepared in vector formats that contain some 

non spatial parameters of traffic data like annual traffic. 
Parcels of parks were prepared for calculation of distance 

criteria for site selection. Fig. 4 shows the structure of the data 
in vector format. 

 

 
Fig. 4 Input data for camera site selection in a vector format 

V. RESULT AND DISCUSSIONS 

In the first step, important criteria such as annual traffic, 
distance from critical places such as parks that need more 
traffic controlling were identified for selection of important 
road links for traffic camera installation, Then classification 
methods such as Artificial neural network and Decision tree 
algorithms were employed for classification of road links 
based on their importance for camera installation. 

In order to classify road links, learning data set was 
prepared, 

60% of data set was used as a training data, 20% was used 
for checking the reliability of these methods. 

For increasing the accuracy of Decision tree, Bagging tree 
was used instead of that. 

Fig. 5, 6 shows estimated mean square error in ANN and 
Bagging tree. 
 

 
Fig. 5 Out-of-bag error graph in bagged tree 

 

 
Fig. 6 The mean square graph for classification with ANN 

 
Then Dempster-Shafer were used to aggregate the result of 

ANN and Decision tree classifiers to improve the result of 
classification, the combination rule for classification is shown 
on (6),(7).Where )(LmN  is mass function of low risk class for 

neural network classifier and )(LmD  is mass function of low 

risk class for Decision tree classifier, )(SmN  is mass function 

of high risk class for neural network classifier and )(SmD  is 

mass function of high risk class for Decision tree classifier 
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Fig. 7 The result of Bagging tree 

 

 
Fig. 8 The result of aggregation of ANN and Decision tree classifiers 

with Dempster-shafer theory 
 

VI.  CONCLUSION 

The main objective of this study was to use some 
aggregation methods such as Bagging and Dempster-Shafer 
theories to improve the result of single classifiers such as ANN 
and Decision tree for optimum site selection of traffic cameras 
so the result classified road links in two classes, class with 
high risk and low risk, as a result links in high risk class could 
be selected for camera installation. So this study could help us 
to overcome the problem uncertainty for classification with 
single classifiers such as ANN and Decision tree. 
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