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Abstract—The recognition of human faces, especially those with 

different orientations is a challenging and important problem in image 

analysis and classification. This paper proposes an effective scheme 

for rotation invariant face recognition using Log-Polar Transform and 

Discrete Cosine Transform combined features. The rotation invariant 

feature extraction for a given face image involves applying the log-

polar transform to eliminate the rotation effect and to produce a row 

shifted log-polar image. The discrete cosine transform is then applied 

to eliminate the row shift effect and to generate the low-dimensional 

feature vector. A PSO-based feature selection algorithm is utilized to 

search the feature vector space for the optimal feature subset. 

Evolution is driven by a fitness function defined in terms of 

maximizing the between-class separation (scatter index). 

Experimental results, based on the ORL face database using testing 

data sets for images with different orientations; show that the 

proposed system outperforms other face recognition methods. The 

overall recognition rate for the rotated test images being 97%, 

demonstrating that the extracted feature vector is an effective rotation 

invariant feature set with minimal set of selected features.  

Keywords—Discrete Cosine Transform, Face Recognition, 

Feature Extraction, Log Polar Transform, Particle Swarm 

Optimization. 

I. INTRODUCTION 

      ACE Recognition (FR) has emerged as one of the most                                                   

ex extensively studied research areas that spans multiple 

disciplines such as pattern recognition, signal processing and 

computer vision [1], [2], [3], [4]. This is due to its numerous 

important applications in human-computer interactions, 

authentication, security, and surveillance. FR is a matching 

process between a query face’s features and target face’s 

features. The process becomes difficult because variations in 

a single face can be very large, while the variations between 

different faces can be quite small. Furthermore, face 

information depends on ethnicity and registration method 

(i.e., capture method, lighting condition, and device). Among 

all the applications of biometrics identification, face 

recognition is most suitable for automatic visual surveillance 

systems.  
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That is the reason why a great deal of research is focusing 

on developing new algorithms and enhancing the capability 

and robustness of face recognition; an excellent survey paper 

on the different face recognition techniques can be found in 

[1]. However, most of these techniques are only capable of 

recognizing frontal views of faces assuming that the person 

was looking straight into the camera. The frontal face 

recognition approach is adequate in access control applications 

where the user is consistent from session to session. However, 

in surveillance applications where the user is often not aware 

of the task, it is important for the system to handle faces with 

in plane and in depth rotations. Rotation invariant face 

recognition is an important issue to address because of its 

many real-world applications, especially in surveillance. It is 

clear that if a robust system is created, it will have enormous 

applications in many different areas in commercial and 

military technology. 

Many common FR techniques include single-template 

matching, eigenfaces [1] [2], Fisher's discriminant analysis 

[3], and neural networks [4]. These systems work well for 

classifying frontal views of faces. However, they are not 

robust against rotation variations since the whole-face 

approach is highly sensitive to translations and rotations. In 

general, there are limitations to many of the existing 

techniques for rotation invariant face recognition systems, 

which involve extracting a large number of features and/or 

require a high-computational complexity. In [5], [6] a rotation 

and size spreading associative neural network (RS-SAN net) 

was developed based on space and 3-D shape recognition 

systems in the brain. Using RS-SAN net, a new personal 

authentication method, which was not influenced by the 

rotation and size changes, was proposed. The RS-SAN net 

learned human faces, and correctly recognized their shape, 

rotation and size, regardless of their rotation and size, once 

they were learned. However, in real applications it is 

impossible to obtain recognition images that are identical to 

those which were learned.  [7] Presents a new technique for 

rotation invariant face recognition based on Fourier 

descriptors and neural networks. 

In this paper we propose an effective scheme for rotation 

invariant face recognition using Log-Polar Transform and 

Discrete Cosine Transform combined features. The rotation 

invariant feature extraction for a given face image involves 

applying the log-polar transform to eliminate the rotation 

effect and to produce a row shifted log-polar image. 
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Fig. 1 Block diagram of the proposed face recognition system 

The discrete cosine transform is then applied   to   eliminate 

the row shift effect and to generate the low-dimensional 

feature vector.

The main contribution of this work is:  

The development of a complete rotation-invariant 

face recognition system based on hybrid LPT/DCT 

feature vectors. Particle swarm optimization based  

feature selection algorithm is utilized in the system to 

search for the optimal feature subset to increase 

recognition rate and class separation.  

Evaluation of the proposed system using the ORL 

face database and comparing its performance with 

other FR methods. 

The outline of this paper is organized as follows: in the next 

section, the scheme for extracting the rotation invariant hybrid 

LPT/DCT coefficients is presented. The various components 

used for feature extraction and feature selection are described. 

In section III, we discuss the experimental results and the 

recognition performance of the proposed system. Finally, 

conclusions are drawn in section IV. 

II. PROPOSED FACE RECOGNITION SYSTEM 

The proposed rotation invariant face recognition system 

using the hybrid LPT/DCT Features consists of two stages, 

namely, the training stage and recognition stage. The training 

stage represents a set of reference images using the LPT/DCT 

extracted features and stores them into a gallery (reference 

library). The recognition stage translates a probe image into a 

LPT/DCT feature vector, and then matches it with those 

referent images stored in the gallery to identify the face image. 

Fig. 1 shows the block diagram of the proposed FR system. 

The different building components in the system are explained 

in the following sections.

A. Feature Extraction 

The success of any FR methodology depends heavily on the 

particular choice of the features used by the (pattern) 

classifier. A typical feature extraction algorithm tends to build 

a computational model through some linear or nonlinear 

transform of the data with subsequent feature selection for 

reducing the dimensionality of facial image so that the 

extracted feature is as representative as possible. It is known 

that a good feature extractor for a face recognition system is 

claimed to select as more as possible the best discriminant 

features which are not sensitive to arbitrary environmental 

variations such as variations in pose, scale, illumination, and 

facial expressions.

 Feature extraction algorithms mainly fall into two 

categories: geometrical features extraction and, statistical 

(algebraic) features extraction [1], [2], [3], [4]. The 

geometrical approach represents the face in terms of structural 

measurements and distinctive facial features that include 

distances and angles between the most characteristic face 

components such as eyes, nose, mouth or facial templates such 

as nose length and width, mouth position, and chin type. These 

features are used to recognize an unknown face by matching it 

to the nearest neighbor in the stored database. Statistical 

features extraction is usually driven by algebraic methods such 

as principal component analysis (PCA) [3], and independent 

component analysis (ICA) [4]. These methods find a mapping 

between the original feature spaces to a lower dimensional 

feature space. Alternative algebraic methods are based on 

transforms such as downsampling, Fourier transform (FT), 

discrete cosine transform (DCT), Log Polar Transformation 

(LPT) and the discrete wavelet transform (DWT) [8], [9], [10], 

[11], [12], [13]. 

Transformation based feature extraction methods such as the 

LPT and the DCT were found to generate good FR accuracies 

with very low computational cost. The LPT and the DCT 

feature extraction methods are explained in detail in the 

following sections. 
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Feature Extraction Using Log Polar Transformation (LPT) 

The first step in the proposed rotation invariant FR system is 

the application of the LPT to eliminate the rotation effects in 

the input image by converting the image into the 

corresponding log-polar image. The log-polar transform (LPT) 

is a well-known space-variant image encoding scheme used in 

computer vision inspired by the process of optical nerves 

visual image projection in the cerebellar cortex in humans [8] 

[9], [10], [11].  

If I x, yis a rectangular image in the Cartesian coordinates, 

then the log polar transform ( ),(*I  ) with origin x0, y0

is given by:  

)},)(,(),(* 00 yxyxII                                         (1) 

          Where = M.log(r),                                                   (2)     
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Where, ),(*I ) is the surface of a cylinder of unit 

radius. The -coordinate of a point in *I is proportional to 

the logarithm of the radial distance from the origin (plus an 

offset) of the corresponding point in I. The -coordinate is 

equal to the angular distance of the corresponding point from 

the x-axis in I. The parameter M is determined by the selected 

height of the transformed image. The angle resolution is given 

by the selected width of the transformed image. The LPT 

allows a significant reduction of the visual data to be 

processed. This data diminution is produced by the 

logarithmic sampling of the input signal in the radial direction 

and by the constant sampling (the same number of points is 

taken) in each angular sector to be transformed. Additionally, 

this mapping provides an invariant representation of the 

objects, because rotations and scaling of the input signal are 

transformed into translations [8], which can be easily 

compensated.  Fig. 2 shows an original face image and its LPT 

and the LPT of the rotated versions of the input image with 

rotation angles 5 , 1 0 , 1 5 , 2 0 .

Different research groups have employed the LPT in face 

recognition applications. Chien and Choi have used the LPT to 

locate landmarks in faces [9]. Minut et al. have used the LPT 

together with Hidden Markov Models for the recognition of 

faces [10]. Tistarelli and Grosso [11] have implemented an 

active face recognition system that uses the LPT together with 

Principal Component Analysis. 

Discrete Cosine Transform (DCT) 

The dimension of image feature vector after the log polar 

transform is still high. The 2-dimensional DCT is used for 

further dimensionality reduction. DCT has emerged as a 

popular transformation technique widely used in signal and 

image processing [12], [13], [14], [15], [16]. 

Fig. 2 Face image and the LPT (a) The original face image and the 

corresponding LPT. (b) The LPT of the face image with rotation 

angles 5 , 1 0 , 1 5 , 2 0

This is due to its strong “energy compaction” property: most 

of the signal information tends to be concentrated in a few 

low-frequency DCT coefficients. DCT exploits inter-pixel 

redundancies to render excellent decorrelation for most natural 

images. After decorrelation each transform coefficient can be 

encoded independently without losing compression efficiency. 

The DCT helps separate the image into parts (or spectral sub-

bands) of differing importance (with respect to the image's 

visual quality).  

The general equation for the 2- dimensional DCT of an NxM

image ),( yxf   is defined by the following equation:  

1 1

0 0

. .
( , ) ( ) ( ) ( , ) cos[ (2 1)]cos[ (2 1)]

2. 2.

N M

x y

u u
F u v u v f x y x y

N M

   (5)

Where ),( yxf is the intensity of the pixel in row x and 

column y; u= 0, 1, …., N-1 and v=0, 1, …., M-1 and the 

functions  )(u , )(v are defined as  

  for    u,v=0      

for    u,v 0                 (6)                    

An important characteristic of facial images is its frequency 

properties. Facial images generally include facial components 

such as eyes, eyebrows and mouth, which have strong 

horizontal and vertical frequency properties.  For most facial 

images, much of the signal energy lies at low frequencies 

(corresponding to large DCT coefficient magnitudes); these 

are relocated to the upper-left corner of the DCT array. 

Conversely, the lower-right values of the DCT array represent 

higher frequencies, and turn out to be small enough to be 

truncated or removed with little visible distortion, especially 

as u and v approach the sub-image width and height, 

respectively. This means that the DCT is an effective tool that 

can pack the most effective features of the input image into the 

fewest coefficients. This makes the choice of the number of 

DCT coefficient initially used in the feature vector for the face 

recognition system very critical.  Energy is one of the most 

important properties in image processing [17]. Given a result
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of DCT transform on a facial image, F(u, v) with the size 

N×N, the energy using DCT can be calculated as: 
2

1 1

),(
N

u

N

v

F vuFEnergy                                           (7) 

Where FEnergy is total energy content for the facial 

image. From the FEnergy and the square value of each 

coefficient, the energy Probability EP(u, v) is defined as 

follows: 
2

( , )
( , ) 

F

F u v

Energy
EP u v                                                         (8) 

The magnitude of EP(u, v) can be used as a criterion for 

selecting valid coefficients. It represents the relative energy 

magnitude of the coefficient at position (u, v). Therefore, 

coefficients of high EP value hold more valid information than 

coefficients with low EP value. In this research the 10x10 

coefficients in the top left corner of the DCT array are selected 

as the feature vector and were found to contain 96.7% of the 

total energy in the signal. 

B. Feature Selection 

Feature selection (FS) in pattern recognition involves the 

derivation of the feature subset from the raw input data to 

reduce the amount of data used for classification and 

simultaneously provide enhanced discriminatory power [15], 

[16], [18], [19], [20], [21] In the proposed FR system we 

utilized an evolutionary feature selection algorithm based on 

swarm intelligence called the PSO-based feature selection 

algorithm [21]. 

Particle Swarm Optimization (PSO) 

PSO proposed by Dr. Eberhart and Dr. Kennedy in 1995 is a 

computational paradigm based on the idea of collaborative 

behavior and swarming in biological populations inspired by 

the social behavior of bird flocking or fish schooling [22], 

[23]. When PSO is used to solve an optimization problem, a 

swarm of computational elements, called particles, is used to 

explore the solution space for an optimum solution. Each 

particle represents a candidate solution and is identified with 

specific coordinates in the D-dimensional search space. The 

position of the i -th particle is represented as Xi = (xi1, xi2…,

xiD).  The velocity of a particle (rate of the position change 

between the current position and the next) is denoted as Vi =

(vi1, vi2, …….., viD). The fitness function is evaluated for each 

particle in the swarm and is compared to the fitness of the best 

previous result for that particle and to the fitness of the best 

particle among all particles in the swarm. After finding the 

two best values, the particles evolve by updating their 

velocities and positions according to the following equations: 

t+1 t t t

i i 1 1 i_best i 2 2 best iV = *V +c  * rand  *(p - X )+c  * rand  *(g - X )    (9)

t + 1 t t + 1

i i iX X V                                                             (10)                                                                                    

Where i =1, 2,……. N, and N is the size of the swarm; pi_best is

the particle best reached solution and gbest  is the global best 

solution in the swarm.c1 and c2 are cognitive and social 

parameters that are bounded between 0 and 2.    rand1 and 

rand2 are two random numbers, with uniform distribution 

U(0,1) . Vmax
1t

iV  Vmax   (Vmax is the maximum velocity). 

In equation (9) the first component represents the inertia of 

pervious velocity. The inertia weight , is a factor used to 

control the balance of the search algorithm between 

exploration and exploitation; the second component is the 

"cognitive" component representing the private experience of 

the particle itself; the third component is the "social" 

component, representing the cooperation among the particles. 

The recursive steps will go on until we reach the termination 

condition (maximum number of iterations K).

PSO-Based Feature Selection Algorithm  

A binary version of the PSO algorithm has been developed 

in [23]. In the binary version, the particle position is coded as 

a binary string that imitates the chromosome in a genetic 

algorithm. The particle velocity function is used as the 

probability distribution for the position equation. That is, the 

particle position in a dimension is randomly generated using 

that distribution. 

The equation that updates the particle position becomes the 

following:  

if rand3 <
1

1

1
t
iV

e

        then 1t

iX =1; else 1t

iX = 0         (11) 

A bit value of {1} in any dimension in the position vector 

indicates that this feature is selected as a required feature for 

the next generation, whereas a bit value of {0} indicates that 

this feature is not selected as a required feature for the next 

generation. 

The initial coding for each particle is randomly produced 

where each particle is coded to imitate a chromosome in a 

genetic algorithm; each particle was coded to a binary 

alphabetic string P = F1F2 …Fn , n = 1, 2, …, m ; where m is 

the length of the feature vector extracted by the hybrid 

LPT/DCT feature vector.  Each gene in the m-length 

chromosome represents the feature selection, “1” denotes that 

the corresponding feature is selected, otherwise denotes 

rejection. The m-genes in the particle represent the parameters 

to be iteratively evolved by PSO.  In each generation, each 

particle (or individual) is evaluated, and a value of goodness 
or fitness is returned by a fitness function. This evolution is 

driven by the fitness function F that evaluates the quality of 

evolved particles in terms of their ability to maximize the class 

separation term indicated by the scatter index among the 

different classes.  

Let 1 2, 1 2, ..., and , ,...,L Lw w w N N N denote the classes 

and number of images within each class, respectively. Let 

1 2, ,..., andL oM M M M  be the means of corresponding 

classes and the grand mean in the feature space, Mi   can be 

calculated as: 
iN

j

i

j

i

i LiW
N

M
1

)( .,...,2,1,
1

        (12) 

Where ,,...,2,1,)(

i

i

j NjW  represents the sample images 

from class wi, and the grand mean oM  is: 
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L

i
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Where n is the total number of images for all the classes. 

Thus, the between class scatter fitness function F is computed 

as follows: 
L

i

oi

t

oi MMMMF
1

)()(

                       (14)  

The main steps of PSO-based feature selection algorithm are 

as follows [21]: 

1) Initialization 

initialize  the maximum number of  iterations (K)

initialize parameters Vmax, c1, c2 and

2) Particles generation 

Generate N particles and initialize each particle with 

random position and velocity. 

 3) Particles evaluation 

The selected feature subsets represented by the 

particles are evaluated using the fitness function 

given in (14).  

If the fitness of  the particle 
t

iX is greater than the 

fitness of the particle's best Pi_best  update Pi_best = 
t

iX

If the fitness of 
t

iX is greater than the fitness of gbest

update gbest=
t

iX

4) Check the stop criterion 

If the number of iterations exceeds the maximum 

allowed iteration exit, otherwise continue. 

5) Particles evolution 

Update the velocity and the position of particles 

using  (9) and (11) respectively. 

6) Go to 3 and continue.

C.  Euclidian Distance Classifier 

A typical and popular Euclidean distance is employed to 

measure the similarity between the test vector and the 

reference vectors in the gallery. Euclidean distance is defined 

as the straight-line distance between two points. For example, 

in a plane with p1 at (x1, y1) and p2 at (x2, y2), the Euclidean 

distance is given by: 
22

1 2 1 2
D y yx x

            (15) 

For N-dimensional space, the Euclidean distance between 

two any points’ pi and qi is given by: 

                    

N

i

qp ii
D

1

2

                                        (16)  

Where pi (or qi) is the coordinate of p (or q) in dimension i.

In the application of this approach for face recognition, 

distances in the feature space from a query image to every 

image in the database are calculated. The index of the image 

which has the smallest distance with the image under test is 

considered to be the required index. 

III. EXPERIMENTAL RESULTS 

The performance of the proposed system is evaluated using 

the standard Cambridge ORL gray-scale face database. The 

ORL database of faces contains a set of face images taken 

between April 1992 and April 1994 at the AT&T Laboratories 

(by the Oliver Research Laboratory in Cambridge, UK) [15] 

[16], [21]. The database is composed of 400 images 

corresponding to 40 distinct persons. The original size of each 

image is 92x112 pixels, with 256 grey levels per pixel. Each 

subject has 10 different images taken in various sessions 

varying the lighting, facial expressions (open/ closed eyes, 

smiling/ not smiling) and facial details (glasses/ no glasses). 

All the images were taken against a dark homogeneous 

background with the subjects in an upright, frontal position 

(with tolerance for some side movement).   

A. Experiment 1 

In this experiment, 4 pictures for each of the 40 subjects in 

the ORL database were selected as the training set, for a total 

of 160 face images. The training images were rotated with 

rotation angles 30,25,20,15,10,5 and used 

as our test set (160 X 12 images). We compared the 

recognition rate and the number of selected features for four 

different approaches which are the LPT combined with the 

PSO feature selection algorithm (LPT + PSO), the proposed 

system using the hybrid LPT/DCT features and PSO feature 

selection (LPT + DCT+ PSO), the DCT, and DWT followed 

by the DCT (DWT + DCT). Fig. 3 shows the recognition rates 

of the different approaches versus the rotation angles.  The 

LPT+PSO and the proposed system yields similar results of a 

recognition rate of approximately 100% for all rotated images 

rotated with angles less than 20 . The LPT+PSO approach 

yields better results for rotation angles greater than 20 .

Fig. 3 Recognition rate versus the rotation angles. 

Table I presents the average recognition rates for the 

different approaches using the complete test set with various 

rotation angles. The table shows the number of selected 

features in each approach. The first two approaches 

outperforms the DCT and DWT+DCT with approximately 

equal recognition rates using only 54 selected features in the 

proposed system versus 803 features in the LPT+PSO 

approach.
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TABLE I 

PERFORMANCE COMPARISON USING THE ORL DATABASE

Approach 
No. of 

Features
Recognition Rate 

LPT + PSO 803 99.7% 

LPT + DCT+ PSO 54 96.9% 

DCT 100 58.6% 

DWT + DCT 100 58.7% 

B.  Experiment 2 

In this experiment, 4 rotated images of each of the trained 

images were added to the training set. The used rotation 

angles were randomly selected from the set 

28,24,18,12  (a total of 160 + 160*4 = 800 

training images). The same test set was used as in the first 

experiment. Table II shows the recognition rate of our 

proposed system with and without the rotated images in the 

training set. The addition of the rotated images increases the 

recognition rate from 96.9% to 100%. 

TABLE II 

PERFORMANCE OF THE PROPSED SYSTEM USING  

DIFFERENT TRAINING SETS

Training set Recognition Rate 

Train images do not include 

rotated images 
96.9% 

Train images include 

rotated images 
100% 

IV. CONCLUSION 

The paper presents a rotation invariant face recognition 

system method that combines the log polar transform and the 

discrete cosine transform to generate a rotation invariant 

feature vector for face recognition systems. A PSO-based 

feature selection algorithm is effectively utilized in the system 

to search the feature vector space for the optimal feature 

subset for further feature dimensionality reduction. 

Experimental results based on the ORL face database using 

testing data sets for images with different orientations, facial 

expression, small occlusions and different types of 

illuminations show that the proposed system outperforms 

other face recognition methods for rotated face images and 

requires short time for both the training and querying process. 

The overall recognition rate of the rotated test images being up 

to 97% with only 54 features. This recognition rate can be 

improved to 100% if random rotated images are included in 

the training stage. The experimental results indicate that the 

concept of hybrid LPT/DCT features is a compact, rotation 

invariant, and meaningful global representation of facial 

information obtained by projection the low-frequency 

components of the DCT coefficients. 
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