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Abstract—Numerical analysis naturally finds applicationsaith
fields of engineering and the physical sciencest bu the
21st century, the life sciences and even the asige hadopted
elements of scientific computations. The numeridata analysis
became key process in research and developmelfittbé dields [6].
In this paper we have made an attempt to analyeesprecified
numerical patterns with reference to the associatide mining
techniques with minimum confidence and minimum sppnining
criteria. The extracted rules and analyzed resaits graphically
demonstrated. Association rules are a simple byt weeful form of
data mining that describe the probabilistic co-ommce of certain
events within a database [7]. They were originallgsigned to
analyze market-basket data, in which the likelihaddtems being
purchased together within the same transactionarealyzed.
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|. INTRODUCTION

Computers certainly play a part in this story, there is a
misunderstanding about what their role is. Many pbeo
imagine that scientists and mathematicians gendoateulas,
and then, by inserting humbers into these formwamputers
grind out the necessary results. The reality ifingtlike this.
What really goes on is a far more interesting psecef
execution of algorithms. In most cases the job damdt be
done even in principle by formulas, for most mathgaoal
problems cannot be solved by a finite sequenceenhettary
operations. What happens instead is that fast idigws
quickly converge to “approximate” answers that aceurate
to three or ten digits of precision, or a hundifeak. a scientific
or engineering application, such an answer maysbgoad as
exact.

Though data mining is a reference to holistic daith
relevance, numerical data mining is pertinent tst jthe
numerical aspect of it. When systems, automated ssmai-
automated alike, are put through extensive scrgefind

EFORE the advent of modern computers numeriCianalysis, a huge amount of numerical data gernsnate of

methods and analysis are often depended
hand interpolation in large printed tables. Singe inid 20th
century, computers calculate the required functiorsdead.
The interpolation algorithms nevertheless may hedwss part
of the software for solving differential equatid6$.

A.Numerical Analysis

Everyone knows that when scientists and engineees n

numerical answers to mathematical problems, they to
computers. Nevertheless, there is a widespreadongsption

about this process. The power of numbers has bedatabases. Piatetsky-Shapiro[3] describes

extraordinary. It is often noted that the scientif@volution
was set in motion when Galileo and others madepitireciple
that everything must be measured. Numerical measmnts
led to physical laws expressed mathematically, andthe

‘the whole ordeal. Interpreting these numbers besomeery
difficult task for a lot of statistics go into inferetations. The
interpretations also involve a lot of organic dasijt is mostly
about chemical compounds and drugs mentioned imuftars
abiding by organic chemistry [2].

B. Association Rule Mining

Indata mining, association rule miningis a popula
technique and well researched method for discogerin
interesting  relations  between variables in large
analyzirgnd
presenting strong rules discovered in databaseg asiferent
measures of interestingness. Based on the conéegitomg
rules, Agrawal et al.[1] introduced association esul for
discovering regularities between products in largeale

remarkable cycle whose fruits are all around userfintransaction data recorded by point-of-sale (POS)esys in

measurements led to refined laws, which in turnttetetter
technology and still finer measurements. The day lbag
since passed when an advance in the physical sserauld
be achieved, or a significant engineering produstetbped,
without numerical mathematics.
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supermarkets.

For example, the rule {onion, potates}burger, found in
the sales data of a supermarket would indicate ihat
customer buys onions and potatoes together, hieeoisdikely
to also buy hamburger meat. Such information candes as
the basis for decisions about marketing activisiesh as, e.g.,
promotional pricing or product placements. In additto the
above example from market basket analysis assogiatiles
are employed today in many application areas inctutVeb
usage mining, intrusion detection and bioinfornmtic

Following, the original definition by Agrawal et.g] the
problem of association rule mining is defined ast I={i4, iy,
..... in} be a set of n binary attributes called itemst De {t4,
t,,...tn} be a set of transactions called the databaseh Eac
transaction in D has a unique transaction ID andtains a
subset of the items in |. Arule is defined as mplication of
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the form X= Y where X, YO l and Xn Y = 0. The sets of
items (for short item sets) X and Y are called estient (left-
hand-side or LHS) and consequent (right-hand-sideHS) of
the rule respectively.

To illustrate the concepts, we use a small exarinpla the
supermarket domain. The set of items isl = {milkedx,
butter, beer} and a small database containing tems (1
codes presence and 0 absence of an item in a ¢temais
shown in the table to the right. An example rule fbe
supermarket could be {butter, brea&t}{milk} meaning that
if butter and bread is bought, customers also bilk; m

To select interesting rules from the set of allgilole rules,
constraints on various measures of significance iatetest

1. DATA, METHODS ANDMATERIAL

The data mining tool that extracts Association Buf®m
numerical data files using a variety of selectaiglehniques
and criteria. The program integrates several mimveghods
which allow the efficient extraction of rules, whikllowing
the thoroughness of the mine to be specified atuber's
discretion. The program was designed as a toossesiain the
analysis of both the knowledge extracted and thduckion
processes by which such a task is undertaken. Hawéve
program can also be used as a straightforward Blaiang
tool for the efficient extraction of Association IBs.

The actual knowledge extracted is presented irfdima of
easy-to-understand rules, while the details ofpiteeess, such

can be used. The best-known constraints are minimas time taken and file size considered, are coepwgi

thresholds on support and confidence.

The support supp(X) of an item setXis defined the
proportion of transactions in the data set whichtam the
item set. In the example database, the item sdk{rread,
butter} has a support of 1 /5 = 0.2 since it osdar20% of all
transactions (1 out of 5 transactions).

The confidence of a rule is defined as:
conf(X=Y)=supp(XDOY)/supp(X)

For example, the rule {milk, bread, buttes} {butter} has a
confidence of 0.2 / 0.4 = 0.5 in the database, lwhieans that
for 50% of the transactions containing milk anddare¢he rule
is correct.

summarized. The program also allows the resultsbe¢o
displayed through various graphical representatisush as
bar charts and line graphs. Such graphics can dfednm to
summarize the knowledge being analyzed by providing
concise conceptualization of the data under sgrutin

The training numerical data is collected onlinenfra
lottery site, processed through required format ine CSV
(comma separated value) format. The MATLAB software
used to design and develop the appropriate algositfor
numerical data analysis using association rule nygini
Although the type of numerical data which ARMADAud
be used to mine are virtually endless, common elesnpf

Confidence can be interpreted as an estimate of tdata sets include;

probability P(Y | X), the probability of finding ¢hRHS of the
rule in transactions under the condition that thesesactions
also contain the LHS [2]. The lift of a rule is thefd as:

Lift(X = Y)=supp(XTY)/supp(Y)*supp(X)
or the ratio of the observed support to that exgbdtX and Y
were independent. The rule {milk, bread{butter} has a lift
of 0.2/0.4*0.4 = 1.25.

The conviction of a rule is defined as:
Conv(X=Y)= 1-supp(Y)/1-conf(>SY)

The rule {milk, bread¥{butter} has a conviction of 1-0.4/1-

0.5=1.2, and can be interpreted as the ratio ofettpected
frequency that X occurs without Y (that is to sahe

frequency that the rule makes an incorrect premigtif X and

Y were independent divided by the observed frequesfc
incorrect predictions. In this example, the corieittvalue of
1.2 shows that the rule {milk, brea&}{butter} would be

incorrect 20% more often (1.2 times as often) éf dssociation
between X and Y was purely random chance.

The property of succinctness (Characterized by rgle:

precise expression in few words) of a constraintofistraint
is succinct if we are able to explicitly write dovedl Item-
sets,that satisfy the constraint.

With reference to the above discussed sectionsrid11.2,

* POS (Point of Sale) Transaction data

» Medical databases

 Census data

* Statistical data

e Lottery Results (not guaranteed to provide wignin
lines!)

Association rules mining (ARM) are usually requirea
satisfy a user-specified minimum support and a-specified
minimum confidence at the same time. Associatiofe ru
generation is usually split up into two separagpst

NUMERICAL ANALYSIS USINGARM

1. First, minimum support is applied to find all fresqu
item sets in a data.

2. Second, these frequent item sets and the minimum
confidence constraint are used to form rules.

While the second step is straight forward, thet fatep
needs more attention.

Finding all frequent item sets in a database fificdif since
it involves searching all possible item sets (iwmbinations)
[4].

Selecting criteria to perform mining by is a takkttmay, at
first, appear daunting. There are questions thise avhen

we have made an attempt to perform few experiménts making the selections before mining which can roatvarded

MATLAB to analyze the numerical data using assaéaiatule
mining method.

concrete answers. For example, what level of cenfig is
going to provide a ‘useful’ set of Association Rsjlevould the
results be just as effective if the Data Samples used rather
than a full mine, and so on. Here lies the oxymottat is
Association Rule mining. The value of discoverimedafic
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and accurate knowledge from such data mining, ighim

unknown quantities of the data set being mined. Singple

answer to some of these questions, and more,tishii@ is no
simple answer, at least before mining is undertakem this

reason, this section is meant as a guide to dsdisé process
of selecting criteria by which to perform miningtras a set of
concrete rules that must be followed every timeoiider to

produce effective results.

A. Selecting mining criteria

One of the most difficult decisions that must bieetais the
selection of the mining criteria, specifically, ttveo attributes
that fall into this category — minimum Support amchimum
Confidence. There are no hard and fast rules tected
suitable values for either, however there are spiaees of
information that can help when making a decision.

Firstly, the definition of what Support and Confide are
must be understood. Support is the number of tittnestems
in a rule appear together in a single entry withia entire set.
Confidence is the number of times that the LHS ofule

leading to the RHS is true within the data set.

So, if all the items in a rule appeared togethem®s in a data
set with only 10 entries, then the support is 50%. If the

LHS of a particular rule led to the RHS in 4 outtbbse 5
occurrence mentioned, then the confidence is 80%.

The next piece of information to have in mind iatththe
lower the values for each of these two criterig, tttore rules
will be extracted. Therefore, the most rules wil éxtracted
when the values for each are set to 1 (which idawest value
permitted). Conversely, the higher the values o tiwvo
criteria, the smaller the number of rules that Ww#él extracted.
Therefore, the least rules will be extracted whenvalues are
set to 100%. The following Fig. 1 request userrfomerical
data, mining criteria such as minimum confidenced an
minimum support. The lottery.txt is processed witthimum
confidance 30 and minimum support 8%.

<) Numerical Association Rule Miner,

Fie Mining Help ¥

FILE DETAILS
CMATLAB T weorklottery txt

Delimtting
e

aracter

Jlcommma) j

MINING CRITERIA

Minitrm Confidence: | 30 Wit Suppart, | 3

Begin Mining Exit

Fig. 1 Preprocessing window.

In practice, the rule of thumb is that to extrattpassible
rules (sometimes called brute force mining) setuhkees to
the lowest permitted. To extract only rules thgplgpgo every
entry in a data set, make the values for the @itt00%. The
latter, however, will usually extract no rules Bt a

Using this theory, it would not be unreasonablestppose
that, by setting each criterion to 50%, exactlyf lodlthe total
number of possible rules would be extracted. Howeve
because of the nature of Association Rule Minimis tloes
not follow. This is because the rules being minag a
dependant upon the items within the data set; theria are
relative to relationships between items within tiaa not the
overall results. 50% support means items that apjog@ther
in 50% of each entry in the data set, not 50% ef tifital
amount of rules that can be extracted.

Although there is no single solution to extractinges,
using the above information, the following can mmauded
and hence used as guidelines;

1. If a broad range of rules is required, a lowimim
criteria should be selected

2. If a small number of highly occurring rules éqjuired
then keep criteria high.

One alternative approach is to begin mining witreey high
criteria and, if the rules are not sufficient immher, repeat the
process for a slightly lower threshold. This willosv mining
to be performed until the number of rules are sigfit to an
individual's needs. Of course, the pay-off herethat the
mining process must be repeated until this goacisieved
which could be time-consuming.

IV. RESULTS

The post-mining part of the program (Fig. 2) whitibplays
the association rules that have been extractedaaneport
down the right hand side.

-} Numerical ARM:C:\MATLAB Tiworkilottery. txt =13
File  Graphics Results Help £
RULES: MINING CRITER]A,
7= 100 ~ .
40220 Sup=3 Conf=75 ML S ) 5%
{38 -=44 Sup=3 Conf=73 Min Gonfidence: | 30
118 =47 Sup=3 Conf=60
20240 Sup=3 Conf=42.5571 File Mined T ——
44 238 Sup=3 Conf=42 3571 rokiterett
MINING REPORT:
b —
= - Mining Time(sec):| 0.g43
Order By: | Support & Conf J &
File Size: 26
st Time: per Extry. | 324231
== Court:7 s
No. Rules: 3
MIMNING STRATEGY:
[Gol Buider 0t B
Graphical Analysis:
Mo Rule Line Mo Rule Bar
Rule Supp Rule Conf
Exit Dump To Crid Win

Fig. 2 Extracted rules and file items

The Rules section box displays all of the rules theve
been mined using the specified criteria. The ralgsear in the
format of;

LHS Item(s) -> RHS Item(s) Sup = number Conf = nemb

The LHS (Left Hand Side), or antecedent, item(g)eap to
the left of the ‘->’ symbol. Multiple items are sapted with a
space. Similarly, the RHS (Right Hand Side), orszmuent,
items appear to the right of the ‘->’ symbol. Thggort of the
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rule is represented as a numeric value after thip S part.
The confidence of the rule is represented as a namalue
after the ‘Conf =’ part.

A. Analyzing the rules

The rules are displayed in a straightforward mamviech is
relatively self-explanatory. The rules displayed the Rule
Box appear in the format of;

LHS Item(s) -> RHS Item(s) Sup = number Conf = nemb
An example of such a rule could look like;

1234 2345 3456 -> 4567 Sup=10 Conf=70

This would translate to mean that the items ‘1232845’
and ‘3456’ lead to ‘4567’ with support of 10 anchfidence of
70. The displayed rules can also be sorted in ocofleither
their support and confidence (highest top of thg &nd by the
six of the LHS part of the rule (with one part Lid8es top of
the list). The file items list is also provided give some
insight into the data set that has been mined. g itess are
ordered by their support (highest top of the lid)e criteria
that were specified are also displayed in the wwdo
Minimum support is displayed as a number alone ivas
specified as such, or, if it was specified as a@etage of the
data set, then a ‘%’ sign follows the value. Minimu
confidence is always expressed as a percentage.

The mining report section displays;
« the total time that mining took
« the file size that was analysed for mining
« the time per entry, which is the time taken taeni
each rule
* the number of rules that have been extracted frem
mining

B. Rule support analysis

Next, the tool plots a line graph of the supportha rules
against the number of rules, starting from the ésglsupport
as the left most value down to the lowest at tigiatrimost
value. This graph often describes a ‘waterfall’eetf when
analysing the rules as the support decreases dragghsé
horizontal line if the support is constant throughdFig. 3).
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Fig. 3 Analysis of rule support

C.Rule confidence analysis

Finally, the tool plots a line graph of the confide of the
rules against the number of rules, starting from liighest as

the left most value down to the lowest as the rigbhst value.
Again, this graph often describes a ‘waterfall’ eetf when
analyzing the support of the rule or a straight lii the
confidence is constant throughout. (Fig. 4).

<} Numerical ARM:- Rule Confidence Analysis

Rule Confidence Analysis
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Fig. 4 Analysis of rule confidence
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V.CONCLUSION

The proposed tool that extracts the associatioasrédom
numerical data files using a variety of selectaielehniques
and criteria. The program integrates several mimrahods
which allow the efficient extraction of rules, whikllowing
the thoroughness of the mine to be specified atubers
discretion. The program also allows the resultsdalisplayed
through various graphical representations, sucbagscharts
and line graphs. Such graphics can often helprtmsarize the
knowledge being analyzed by providing a concise
conceptualization of the data under scrutiny.
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