
International Journal of Information, Control and Computer Sciences

ISSN: 2517-9942

Vol:3, No:5, 2009

1392

 

 

  

Abstract—Serial Analysis of Gene Expression is a powerful 
quantification technique for generating cell or tissue gene expression 

data. The profile of the gene expression of cell or tissue in several 

different states is difficult for biologists to analyze because of the large 

number of genes typically involved. However, feature selection in 

machine learning can successfully reduce this problem. The method 

allows reducing the features (genes) in specific SAGE data, and 

determines only relevant genes. In this study, we used a genetic 

algorithm to implement feature selection, and evaluate the 

classification accuracy of the selected features with the K-nearest 

neighbor method. In order to validate the proposed method, we used 

two SAGE data sets for testing. The results of this study conclusively 

prove that the number of features of the original SAGE data set can be 

significantly reduced and higher classification accuracy can be 

achieved. 

 

Keywords—Serial Analysis of Gene Expression, Feature 
selection, Genetic Algorithm, K-nearest neighbor method.  

I. INTRODUCTION 

ERIAL analysis of gene expression (SAGE) is a technique 

proposed by Velculescu et al., which allows global profiling 

of gene expression in a genome without a priori knowledge [1]. 

The SAGE technique enables biologists to identify a series of 

short sequences, as well as the count of each sequence (SAGE 

tag), out of the entire sequence of a specific cell or tissue type. 

Each short sequence is collected in a SAGE library, with the 

count of each short sequence representing the expression of the 

different genes. Hence, biologists can glean the differences of 

the gene expression of various cell or tissue types simply by 

browsing the library and comparing the data for each cell or 

tissue type. In recent years, the SAGE technique has been 

applied in cancer research [2], c-MYC identification [3], and 

the profiling of transcriptome differences [4], amongst others. 

In general, SAGE generates large-scale gene expression data 

from specific cells or tissue. For example, the SAGE library 

GSM14731 [6] for medulloblastoma cerebellum, in GEO [5] 

contains 22,017 SAGE tags (genes). Obviously, researchers are 

faced with a huge challenge when trying to determine 

differences of gene expression between normal and abnormal 

samples, since the number of genes involved is so high. 

Recently, many methods have been developed to solve high 
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dimensional (feature selection) problems in machine learning or 

data mining. Gamberoni and Storari classified SAGE data using 

C4.5 and Support vector machines (SVM) in a supervised 

learning technique, and clustered SAGE data using hierarchical 

clustering in an unsupervised learning technique [8]. Lin and Li 

used feature ranking combined with adaptive boosting 

(AdaBoost) and a SVM classification algorithm for analyzing 

SAGE data [9]. Alves et al. used the GRanular AdDel (GRAD) 

algorithm for feature selection with different classifiers, e.g. 

C4.5, SVM, the radial basis function (RBF) and neural network 

(NN) to predict SAGE data [10]. 

All the above mentioned feature selection methods obtain a 

reduced set of genes from the large-scale SAGE data and 

evaluate the classification accuracy of the selected gene subsets 

through classification algorithms. These feature selection 

methods facilitate the analysis of the SAGE data for biologist, 

since they avoid manual browsing and comparison of the 

original SAGE data. However, these methods still have not been 

maturated to a point where the reduced results produce 

classification accuracies of a high enough standard, so that 

future experiments could be negatively impacted by carrying 

over errors and deviations. Recent studies have indicated that 

superb feature selection performance can be achieved with 

evolutionary algorithms. We therefore used an evolutionary 

algorithm for feature selection in order to obtain to lower the 

number of genes involved and select only those gene subsets of 

the large-scale SAGE data that increase classification accuracy. 

A genetic algorithm (GA) was used to implement the feature 

selection process, and the K-nearest neighbor (KNN) method 

was used to evaluate the classification accuracy of the selected 

gene data set. In the selection of SAGE data sets we focused on 

two visible data sets (74x822 and 90x27679) for testing. The 

results show that the proposed method achieved higher 

classification accuracy with fewer genes selected for the two 

SAGE data sets.  

II. EXPERIMENTAL METHODS 

A. Feature Selection 

The purpose of feature selection is to identify important 

features (representative features) in original data [14]. SAGE 

data sets are collected in SAGE libraries. These SAGE libraries 

can be divided into two classes and contain numerous SAGE 

tags (genes). As shown in Fig. 1, all of the SAGE libraries can 

be displayed as a gene expression matrix S. In the matrix S each 

row represents different SAGE libraries (samples) and each 

column represents different SAGE tags (features). The element 

exprij represents the gene expression of SAGE tag j in SAGE 

library i. The genetic algorithm in this paper is used for feature 
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selection; it allows us to identify fewer relevant genes in a 

specific SAGE data set (matrix form).  

 

 

Fig. 1 Gene expression matrix S 

 

B. Genetic Algorithm 
 

 

Fig. 2 The flowchart of genetic algorithm 

 

A genetic algorithm (GA) is a kind of evolutionary algorithm 

[15]; it simulates the process of biological evolution to find 

near-optimum solutions in a complex problem and is based on 

the ‘survival–of-the-fittest’ principle by Darwin. Initially, a 

population of chromosomes is generated randomly. In the initial 

population, each chromosome represents a solution. Then, these 

chromosomes will be evolved (selection, crossover and 

mutation) repetitively until the best chromosomes are produced 

or a terminal condition is reached. Finally, only the best 

chromosomes survive. The flowchart of the GA process is 

shown in Fig. 2. Details of the GA information extraction 

process of from the specific SAGE data sets are described 

below.  

1. Chromosome design. A chromosome is composed of a 

SAGE tag subset which was selected from a specific SAGE data 

set. The scope of the selected SAGE tags in a chromosome was 

restricted between tag1 and tagn. Different chromosomes contain 

different feature (SAGE tag) sets in the population.  

2. Population initialization. A random selection function was 

used to generate a population of chromosomes. Each 

chromosome contained a random set of SAGE tags in the initial 

population, and the entire population was evolved by the GA in 

a simulated evolution process.  

3. GA evolution. All chromosomes in the population are 

constantly subjected to the processes of selection, crossover and 

mutation in order to obtain a chromosome with the best fitness. 

Roulette wheel selection was applied to randomly choose 

chromosomes for crossover and mutation. Chromosomes with a 

higher fitness value have a higher probability of selection. In the 

crossover process, two-point crossover was used to generate 

offsprings by exchanging a random part of the SAGE tags from 

two randomly selected parents. During mutation, offsprings are 

generated by abandoning parts of the original SAGE tags and 

adding parts of non-original SAGE tags in a selected 

chromosome randomly. If, after the evolution process, a 

generated offspring is superior to its parent, the offspring will 

replace the parent in the population.  

4. Chromosome evaluation. The fitness of each chromosome 

was evaluated using the K-nearest neighbor method. 

Chromosomes with high fitness values are regarded as having 

collected important SAGE tags from the original data set.  

5. Termination. The entire process is stopped when an 

upper-bound of generations is reached. The best chromosomes 

are then saved. 

C. The K-nearest neighbor method 

The K-nearest neighbor (KNN) method is a basic 

classification algorithm often employed in machine learning 

[16]. K-NN classifiers have attracted the interest of many 

researchers due to their theoretic simplicity and the 

comparatively high accuracy that can be achieved with it 

compared other for more complex methods. The evaluation is 

based on a specific distance (Euclidean distance was used in this 

paper). The test sample is of an unknown class, and the distance 

to other samples (training data) is calculated. The nearest 

samples are used to determine class membership. Test samples 

are classified in a certain class when the votes for this class are a 

simple majority. 

Leave-one-out cross-validation (LOOCV) is typically used to 

evaluate the classification accuracy in classification studies 

[17]. LOOCV selects a single sample as a test sample and 

regards all other samples as training data for validation. The 

process is repeated so that each sample is set as the test sample 

once. We used LOOCV to evaluate the classification accuracy 

in this study. 

III. RESULTS AND DISCUSSION 

The SAGE technique generates information of gene 

expression in various cell or tissue types. Several thousand 

genes are usually analyzed in a single study of biological 

samples. Therefore, it is necessary to filter SAGE gene 

expression data and obtain relevant genes by employing a 

feature selection process. The complex correlation between 
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genes and diseases can be significantly reduced by using the 

filtered results. The experimental results of our study and a 

comparison with correlating articles are show below.  

A. Parameter setting 

The population size and the number of generations was set to 

1000, respectively, the crossover rate was set to 0.6 and the 

mutation rate was set to 0.01 in our study. The 1-nearest 

neighbor method (K=1, 1NN) was used to evaluate and 

calculate the classification accuracy for the SAGE data set.  

B. SAGE data set  

A typical SAGE data set consists of many different SAGE 

libraries, with all these libraries containing a large number of 

SAGE tags (genes). Table I shows the two SAGE data sets used 

in our experiment. The first data set is 74x822; it contains 74 

SAGE libraries and 822 SAGE tags. The second data set is 

90x27679, which contains 90 SAGE libraries and 27,679 SAGE 

tags. These two data sets were individually separated into two 

classes (normal and abnormal) for the brain, colon, ovary, etc., 

SAGE libraries of Homo sapiens. Both of the data sets were 

obtained from Tzanis et al. [7].  

C. Results 

The experimental results for the 74x822 test sample are 

depicted in Fig. 3 and Table II After employing the GA, 36 

genes were selected from the original 722 genes (a reduction of 

95.62%); the classification accuracy reached 89.19% at 100 

generations. At 200 generations, 28 genes were selected 

(reduction of 96.59%) and 97.30% classification accuracy was 

achieved. The best gene subsets were obtained at 500~1,000 

generations, with the number of genes selected at 24 (reduction 

of 97.08%) and 98.65% classification accuracy. The 

experimental results for the 90x27679 data set are shown in Fig. 

4 and Table III The GA reduced the number of genes to 8,740 

from an original number of 27,679 genes (reduction of 68.42%), 

with the classification accuracy at 91.11% after 100 

generations. At 200 generations, 7,763 genes were selected 

(reduction of 71.95%) and 92.22% classification accuracy was 

achieved. At 500 generations, 7,921 genes were selected 

(reduction of 71.38%), and the classification accuracy was 

95.56%. Finally, the best gene subsets were obtained at 1,000 

generations, with the number of genes reduced to 4,914 

(reduction of 82.25%) and classification accuracy at 97.78%.  

For both the above test samples, the reduction of genes and 

the classification accuracy increased with a progressive number 

of GA generations. The results prove the effectiveness and 

swiftness of the proposed method for obtaining representative 

genes from high-dimensional SAGE data. 
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Fig. 3 Classification accuracy for 74x822 
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Fig. 4 Classification accuracy for 90x27679 

 

TABLE II 

REDUCTION OF GENES FOR 74X822 

Generation Reduction Number of genes 

100 95.62% 36 

200 96.59% 28 

500 97.08% 24 

1,000 97.08% 24 
 

TABLE III 

REDUCTION OF GENES FOR 90X27679 

Generation Reduction  Number of genes 

100 68.42% 8,740 

200 71.95% 7,763 

500 71.38% 7,921 

1,000 82.25% 4,914 
 

D. Discussion 

Alves et al. used the GRAD algorithm to select genes in the 

74x822 data set, with the different classifiers C4.5, SVM, RBF 

and NN used to evaluate the selected genes [10]. Their results 

show that C4.5 obtained the best classification accuracy 

(86.18%; reduction of 99.15%), far better than the one obtained 

with SVM, RBF and NN. A comparison of the results (Table 

IV) shows that our method achieved higher classification 

accuracy 12.47% higher than the one in the Alves et al. study, 

but that the reduction of genes was 2.07% lower. These numbers 

prove our method to be effective. Because the variations of gene 

expression in SAGE data are very small, the decision of where 

TABLE I 

FORMAT OF SOURCE DATA SETS 

Data set Library 

amount 

Gene 

amount 

Normal 

tissue 

Abnormal 

tissue 

74x822 74 822 24 50 

90x27679 90 27,679 30 60 
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to set the cut point for C4.5 may cause errors in calculating 

classification accuracy [13]. We therefore suggest using KNN 

rather than C4.5 when classifying selected genes for feature 

selection in SAGE data.  

Gamberoni’s and Lin’s team both conducted studies of the 

90x27679 data set [8, 9]. Gamberoni and Storari used a SVM to 

classify the data set and obtained classification accuracy of 

82.2% [8]. Our classification accuracy is again 15.58% higher 

than the one produced in their study (Table IV). We believe that 

they did not use feature selection to reduce the number of 

irrelevant genes, and thus classification accuracy suffers as a 

result. Lin and Li used the F-score and linear weights for feature 

selection, and SVMs with various kernels for evaluating 

classification accuracy. The experimental results they produced, 

based on the same classifier, were superior to those published in 

Gamberoni’s study (Table IV), a fact that proves the 

effectiveness of feature selection in obtaining representative 

genes from an original SAGE data set. A comparison of our 

results to the ones published in Lin’s study [9] again shows that 

our method achieved classification accuracy 12.18% higher 

than the one in Lin’s study. Many studies indicate that SVM is 

superior to KNN in term of classification [11, 12]. A GA is 

considered a SVM, and thus it can be expected that it 

outperforms the F-score and linear weights as classifiers for 

feature selection. A reduction of SAGE data with GAs or SVMs 

may yield better results (higher classification accuracy and more 

representative genes); however the cost in terms of 

computational time also increases substantially. When the 

number of samples is huge, the time complexity problem needs 

to be considered as well.  

In this study, we used a GA to filter out irrelevant genes, and 

evaluated the results with 1-NN. The proposed method is 

efficient in identifying fewer and more representative genes in 

high-dimensional SAGE data. The obtained results indicate that 

the proposed method finds representative genes efficiently, and 

that substantially higher classification accuracy compared to 

other methods can be achieved. 

IV. CONCLUSION 

In this study, we successfully reduced the number of genes in 

SAGE data sets by implementing feature selection with a GA. 

KNN with LOOCV was used as a classifier to evaluate the 

reduction of genes. Two SAGE data sets, 74x822 and 90x27679 

were used for testing. For 74x822 the number of genes was 

reduced to 97.08% of the original number of genes, and 98.65% 

classification accuracy was achieved. For the 90x27679 sample 

the reduction was 82.24% and classification accuracy 97.78%. 

The experimental results prove the method to be effective in 

discarding irrelevant genes and improving classification 

accuracy. Applied to SAGE libraries, the method can improve 

the efficiency of future studies.  
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