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Abstract- This paper presents the development of recurrent neural 

network based fuzzy inference system for identification and control 
of dynamic nonlinear plant. The structure and algorithms of fuzzy 
system based on recurrent neural network are described. To train 
unknown parameters of the system the supervised learning algorithm 
is used. As a result of learning, the rules of neuro-fuzzy system are 
formed. The neuro-fuzzy system is used for the identification and 
control of nonlinear dynamic plant. The simulation results of 
identification and control systems based on recurrent neuro-fuzzy 
network are compared with the simulation results of other neural 
systems. It is found that the recurrent neuro-fuzzy based system has 
better performance than the others.  
 

Keywords- Fuzzy logic, neural network, neuro-fuzzy system, 
control system 

I. INTRODUCTION 
UZZY systems have found a number of practical 
applications in identification, control, prediction and 

diagnosing. These systems are thoroughly dealing with ill-
defined, uncertain systems, can model the qualitive aspects of 
human knowledge and reasoning process [1-5]. Traditionally, 
to develop a fuzzy system, human experts often carry out the 
generation of IF-THEN rules by expressing their knowledge. 
In case of complicated processes it is difficult for human 
experts to test all the input-output data, to find necessary rules 
for fuzzy controller. To solve this problem and simplify the 
generating of IF-THEN rules, several approaches have been 
applied [2-5]. Nowadays for this purpose the use of neural 
networks take importance. Using neural network structure and 
its learning abilities the construction of fuzzy system is 
considered. The integration of fuzzy system and neural 
network allow to construct computationally efficient hardware 
and software products. It is connected with the capabilities 
that they posses. Fuzzy systems provide powerful framework 
for representation of expert knowledge, neural network 
provide learning capabilities that increase the flexibility, 
adaptability of the system. The combination of neural 
networks with fuzzy knowledge base helps to reduce the 
searching space and time for achieving optimal solution.  In  
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general, there are two ways about development of systems 
based on combination of fuzzy system and neural network. 

The neural network is represented by fuzzy parameters 
which is known as fuzzy neural network, and the functionality 
of fuzzy system is realized by neural network structure, which 
is known as neuro-fuzzy  or  neural  fuzzy  systems. During 
construction of neuro-fuzzy systems the following 
requirements are necessary. These are finding the optimal 
values of neural network parameters and the necessary number 
of optimum rules.  

Neuro-fuzzy system combines the learning capabilities of 
neural networks with the linguistic rule interpretation of fuzzy 
inference systems. The synthesis of neuro-fuzzy inference 
system for controller includes the generation of knowledge 
base rules that have IF-THEN form. Here, the problem 
consists in the optimal definition of the premise and 
consequent part of fuzzy IF-THEN rules for controller through 
the training capability of neural networks, evaluating the error 
response of the system.  

There are two types of IF-THEN rules used in fuzzy 
systems. The first one consists of rules, whose antecedents and 
consequents parts utilize fuzzy values and it is called as 
Mamdani-type fuzzy rules.   
 

 C is y THEN
 A is  xand  and A is  xand A is  xIF

ii

inni22i11 …
             (1) 

 
Here ij y and x are input and output variables of system, 
respectively, i=1..l is the number of rules, j=1…n is number of 
input signals.  C and A jij are input and output fuzzy sets, 
respectively.  

The second type fuzzy system uses the rule base that has 
fuzzy antecedent and crisp consequent parts. 
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 A is  xand  and A is  xand A is  xIF
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                    (2) 

 
This type of rule is Takagi-Sugeno-Kanag (TSK) type fuzzy 

IF-THEN rules. The second type of fuzzy system 
approximates nonlinear system with linear systems. This type 
of systems employs the other types of fuzzy reasoning 
mechanism.  
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Main problem in neural systems is their fast learning. To 
improve this characteristic several approaches has been 
proposed. Several investigations have been made in [6-8] by 
using multilayer perceptron, radial based function neural 
networks, self organized maps. But disadvantages of these 
works are not sufficient learning speed of neural networks. 
The combination of neural network with fuzzy system allows 
to increase the learning speed. For learning of parameters of 
such systems the supervised algorithms are widely used. It has 
good speed, and convergence. One of such algorithms is the 
back-propagation algorithm. Back-propagation algorithm 
allows to minimize error function very fast. In the paper the 
supervised algorithm is applied for training neuro-fuzzy 
system coefficients. 

Different neuro-fuzzy structures are developed for solving 
identification and control problems [2,5]. In [9] using 
feedforward neural network the development of adaptive 
neuro-fuzzy inference system (ANFIS) is presented. The 
ANFIS structure implements TSK type fuzzy system in a five 
layers network structure. Using back- propagation and least 
square algorithms the learning of neuro-fuzzy system is 
carried out. In [10,11] neural fuzzy controller NEFCON based 
on architecture of the generic fuzzy perceptron described. For 
learning of the network parameters the fuzzy error back-
propagation algorithm is used. In [12] a training procedure 
with variable system structure approach for fuzzy inference 
system is presented. The training dynamics and stability of the 
system is analyzed, the method for creating stabilizing forces 
on the training dynamics of neuro-fuzzy system is proposed. 
In [13,14] the multi-layer feedforward neural network is 
represented by fuzzy numbers for inputs, targets and 
connection weights. The learning algorithm of fuzzy neural 
network is described. In [15] using α- level procedure the 
training of fuzzy feedforward neural network is considered. In 
[16-17] the fuzzy neural network is applied for control of 
technological processes. As a model of fuzzy neuron the 
minimum operation of weighted input signals is used. 
Trapezoid fuzzy numbers that are characterized by four 
parameters represents the weight coefficients of network. 
Using α cut and interval arithmetic the training of network 
parameters is carried out. Some of neuro-fuzzy systems have 
been developed by using recurrent neural network. In [19] the 
concept of fuzzy system based on recurrent network is 
proposed. In [20] recurrent fuzzy network is used for 
nonlinear modeling. The operation principle of this network is 
similar radial based function network. Recurrent self-
organized neural-fuzzy inference system is represented. For 
learning of networks parameters the supervised learning 
algorithm is used. In [21] TSK-type recurrent neuro-fuzzy 
neural network (TRFN) is developed. The outputs of fourth 
layer are used for feedback connection. The learning problems 
TRFN by using supervised algorithm and genetic algorithm 
are presented. In [23,24] using recurrent fuzzy neural network 
the construction of controller for control dynamic plant are 
considered. The interval arithmetic is used to train the 
parameters of network.  

In this paper the development of fuzzy inference system 
based on recurrent neural network for identification and 
control of dynamic plants is considered.  

II. RECURRENT NEURO-FUZZY INFERENCE SYSTEM 
Assume that input signals applied to the network at time k 

are X(k). Output signals of the network are U(k). The output 
of neuro-fuzzy system based on feedforward neural network is 
determined by the following equation. 

 
U(k)=F(X(k), M1(k), M2(k))                                     (3)   

 
Here X(k) and U(k) are external input signals and network 
output signals correspondingly. For Mamdani type fuzzy rules 
M1(k) are membership functions of the parameters of premise 
parts - between input and hidden layers and M2(k) are 
membership functions of the parameters of consequent part - 
between hidden and output layers, respectively. For Gaussian 
type membership function M1(k) and M2(k) depends on two 
parameters: M1(k)=G(C1(k), Ω1(k)), M2(k)=G(C2(k), 
Ω2(k)). Here C1(k), Ω1(k) are centers and widths of 
membership functions between input and hidden layer, C2(k), 
Ω2(k) are centers and widths of membership functions 
between hidden and output  layers, respectively. G is Gaussian 
function. For TSK type rules the values of M2(k) are crisp 
numbers and they are described only by one parameters, that is 
C2(k). 

In this paper the structure of neuro-fuzzy system based on 
recurrent neural network is accepted as follows 
 
U(k)=F(X(k),U(k-1),U(k-2),…,U(k-D) , M1(k), M2(k))      (4) 

  
As shown the inputs of recurrent neural network are formed 

by the external input signal X(k) and one-, two-,…, D- step 
delayed output signals U(k-1), U(k-2),…,U(k-D) of network.  

 A. Architecture of Recurrent Neuro-Fuzzy System 
In figure 1 the structure of neuro-fuzzy system based on 

recurrent neural network is shown. The input signals applied 
to the network at time k are xi(k) (i=1..N) and output signal of 
the network are u(k). N is number of neurons in the input 
layer. d is delay (d=1..D). 

In first layer the number of nodes are equal to the sum of 
external inputs and one-,two-,…, D-step delayed output 
signals. In second layer each node corresponds to one 
linguistic term. For each input signal entering the system the 
membership degree to which input value belongs to a fuzzy 
set is calculated. To describe linguistic terms the Gaussian 
membership function is used. 
 

2

2

1

)1(

)(1 ij

iji cx

ij ex σµ
−

−

=       i=1..n, j=1..J                             (5) 
 

 
 

 



International Journal of Information, Control and Computer Sciences

ISSN: 2517-9942

Vol:1, No:7, 2007

2277

                                      
  
 
 
 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1. Structure of recurrent neuro-fuzzy inference system 
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Here ui=u(l-i).  

Here 
ij1 and c1ij σ are the center and width of the Gaussian 

membership function of the j-th term of i-th input variable, 
respectively. n is number of external input signals. J is is 
number of linguistic terms for external input signal. P is 
number of linguistic terms for one-, two-,…, D delayed output 
signal of network.  

In the third layer the numbers of nodes correspond to the 
number of rules. Each node represents one fuzzy logic rule. 
Here to calculate the values of output signals of the layer AND 
(min) operation is used 
 

∏=
j

ijl r )(1µµ ,      l=1..L, j=1..J+P                 (7) 

 
Here ri={x1,..,xn,u1,…,uD}, I=1,…,n+D. Π is min operation. 

These lµ  signals are input signals for the next layer.  This 
layer is a consequent layer. In this fourth layer the output 
signals of previous layer are multiplied to the weight 
coefficients of network. Weight coefficients of neuro-fuzzy 
system are represented by fuzzy set of output variables. They 
are described by Gaussian function. If as a defuzzification 
operation we use “local mean of maximum” then only the 
center of Gaussian function is used in the next layer for 
defuzzification. In this case during development of control 
system the width of Gaussian function is not used. In formula 

(8) the parameters lc2  will represent the center of fuzzy 
coefficients. Outputs of fifth layer are calculated as 
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Using the values of calculated variables, in the last layer the 

output of the fuzzy system is determined.  
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B. Learning of Recurrent Nneuro-Fuzzy System 

The unknown parameters of the system are lc2  parameters 
of last layer and membership functions of first layer of neuro-
fuzzy system. To define the accurate values of unknown 
parameters supervised learning algorithm is used. 
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where du and )( ii tu   are current and desired outputs of the 
system, m is number of outputs. For given case m=1.  
 

  ))()((
22

tutu
c
u

u
E

c
E d−=

∂
∂

∂
∂

=
∂
∂

 

The adjusting of the membership functions of input layer is 
carried out by correction unknown parameters ijij 1 and c1 σ . 
The following formulas can be used for learning these 
parameters. 
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Using (10) - (14) the learning of the parameters of 
recurrent neuro-fuzzy system is carried out.  

III. SIMULATIONS OF RECURRENT NEURO-FUZZY  
INFERENCE SYSTEMS 

A. Identification of Non-linear Systems 
The identification problem is finding relation between input 

and output of the system. Here the recurrent neuro-fuzzy 
inference system (RNFIS) is used for modelling dynamic 
plant. The inputs of dynamic plant are external input signals, 
its one-,…, di- step delayed values and one-, two-,…,do- step 
delayed outputs of the plant. Output of the system is 
determined by the following equation. 
 

y(k)=f(u(k),u(k-1),…,u(k-di), y(k-1),y(k-2),…,y(k-do))    (15) 
 

In figure 2 the structure of identification scheme is shown. 
 
 
 
 
 
 
 
 
 
 
 
 
 
                     Figure.2. Identification scheme 
 

The problem is to find such values of parameters of RNFIS 
by using them in the system for all input values of u(k) the 
difference between y(k) and yn(k) will be minimum. Here y(k) 
is plant output, yn(k) is output of neuro-fuzzy system. As an 
example a second order nonlinear plant that has been 
discussed in [25] is considered. The process is described by 
the following difference equation.  
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Here y(k-1), y(k-2) are one- and two- step delayed output of 

the dynamic plant, u(k) is input signal. As a input signal for 
the plant the sinusoidal signal u(k)=sin(πk/20) is given. Input 
signals at the same time are applied to the plant and RNFIS 
inputs. On the output of the plant the difference between plant   
output   and   RNFIS output is determined e(k)=y(k)-yn(k). If 
the value of error is not acceptable minimum value the 
training of RNFIS start. The training is continued until the 
value of error becomes less than small acceptable value. After 
next input signal is given to the system input and learning 
process is continued. The training of RNFIS is carried out for 
6000 and 12000 data points. During simulation the initial 
values of parameters of premise part c1 and σ1 are generated 
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randomly in the interval [–10, 10], parameters of consequent 
part c2 and σ2 - in the interval [–1, 1]. The training is carried 
out for sixteen and forty-eight rules. For this reason the 
learning of neuro-fuzzy system is performed for two cases. In 
the first case, number of neurons in hidden layer is sixteen, in 
the second case- forty-eight. RNFIS input includes external 
sinusoidal input signal and, current and one- step delayed 
output of the plant. As a result of learning the membership 
functions of premise and consequent parts of RNFIS have 
been found. In figure 3 the curves that describe identification 
results are shown. Here solid line describes the output of the 
plant, dashed line describes the output of the RNFIS. This 
figure demonstrates on-line training processes. After training 
obtained RNFIS model was tested by different input signal.  
Figure 4 demonstrate the test results of RNFIS when input 
signal is u(k)=sin(π*k/20)+cos(k/10).  

In table I the results of simulations of identification using 
RNFIS and neuro-fuzzy inference system based on 
feedforward network (NFIS) are given. Table describes on-
line learning and test results for different amount of rules and 
different number of iterations. To estimate efficiency of 
RNFIS the sum of square of errors and CPU- times are taken. 
Sum of square errors are calculated as 

∑
=

=
K

k

keJ
1

2 )(                                                    (17) 

Here K is number of samples. The experiments are carried out 
with 16 and 48 rules. The 6000- and 12000- learning results 
are fixed. In on-line learning mode, because of feedback 
connection the CPU time in RNFIS is greater than in NFIS. 
The estimated sum of square errors of systems with 48 rules 
for both networks 1,5 – 2 times less than sum of square errors 
with 16 rules. The test results demonstrate the efficiency of the 
RNFIS for solving identification of dynamic plant. The test is 
carried out for 300 iterations. Test results are taken for 6000 
and 12000 learning iterations. Results of comparisons of 
RNFIS and NFIS identifications show that in the same 
condition the value of sum of square errors for RNFIS system 
two times is less than NFIS system. The increase of a number 
of rules from 16 to 48 allows to decrease sum of square errors 
for two – three times. 

B. Neuro-Fuzzy Control  
The RNFIS structure and learning algorithms described 

above is used for development of controller to control 
parameters of dynamic plant. In figure 5 the structure of 
RNFIS based control system is given. The inputs for neuro-
fuzzy controller are error and change of error. The coefficient 
ku is used for scaling output signal of controller.  Using the 
values of error and change of error it is needed to determine 
such values of control signal by using them in control system 
the target characteristic of the system would be provided.

 
 

 
 

Figure 3. Learning results of identification by using recurrent neuro-fuzzy system. Solid line is output of the plant,  
dashed line output of the recurrent neuro-fuzzy system. 
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Figure 4. Test result  
 

TABLE I  
RESULTS OF COMPARISON BETWEEN TWO IDENTIFIERS 

NFIS RNFIS 
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6000 259.19 187.9 404.5 377.06 16 

12000 335.64 289.68 497.6 546.89 

6000 243.46 474.23 245.16 576.34 

 
On line 
learning 

48 

12000 288.97 630.33 290.37 793.57 

6000 
learning 

result 

13.65 0.77 6.83 0.99 16  

300 

1200 
learning 

result 

7.23 0.87 3.49 0.99 

6000 
learning 

result 
7.92 2.2 2.14 2.74 
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At first stage the fuzzy parameters of RNFIS that has 
Gaussian form are generated. In RNFIS structure the first 
layer represents input signals error, change of error and one 
step delayed output of neuro-fuzzy system, second layer is 
used to represent membership functions of fuzzy parameters 
of premise part. The third layer represents the number of rules. 
Forth layer represents membership functions of parameters of 
consequent part. Fifth and sixth layers realize defuzzification 
mechanism. Using input variables error and change of error 
and RNFIS structure the generation of IF-THEN rules for 
controller in closed loop control system is performed. The 
consequent part of rules includes control signal given to the 
object. To find association u(k)=f(e(k),e’(k),u(k-1)) between 
input and output variables of the controller, the learning of 
unknown parameters of neuro-fuzzy controller in closed loop 
control system is performed. For learning of the unknown 
coefficients of neuro-fuzzy controller the error between target 
characteristic of control system and current output value of 

implemented system (output of control object) 
)(−)(= kykgke )(  is used. For learning controller 

coefficients the above described supervised learning algorithm 
is used. Using learning algorithm the values of weight 
coefficients of neuro-fuzzy controller are determined.  

Example 1. The development of RNFIS based control 
system is carried out for controlling dynamic plant that is 
described by (16). 

Computer simulation of RNFIS based control system for 
dynamic plant (16) is carried out. The initial values of the 
parameters of membership functions of second (c1 and σ1) 
and fourth (c1 and σ1) layers are generated randomly, in the 
interval [–10, 10] and [–1, 1] correspondingly. During learning 
the values of parameters of premise (second layer) and 
consequent parts (fourth layer) are adjusted. In figure 6 the 
curve that describes the learning processes of control system 
for different values of set-point signals is given. 

 
 

 
 
 
 
 
 
 
 
 
 
 
 

 
 

Figure 5. Structure of RNFIS based control system 
 

 
Figure 6. Learning curve of time response characteristic of control system  

for different values of set-point signal. 
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      As a result of learning corresponding values of 
coefficients of recurrent neuro-fuzzy system are determined. 
Simulation results of RNFIS based control system is compared 
with the simulation results of NFIS and RNN (recurrent neural 
network) based control systems. In figure 7 results of 
comparative estimation of time response characteristics of 
control systems based on RNFIS, NFIS, and RNN are given. 
Number of rules are 16. The results of simulation of control 
system based on RNFIS shows that the value of static error of 
time response characteristics is absent (zero), transient 
overshoot is also absent. The settling time of system with 
RNFIS based controller is less than others. The results of 
simulation and experimental analysis of control system with 
RNFIS shows that it has better time response characteristic 
than others. 

In table II results of comparative estimation of control 
systems among three controllers are given. Table also 
describes on-line learning and test results for different amount 
of rules and different number of iterations. Online learning 
results of control systems with three controllers show that the 
increasing a number of rules from 16 to 48 decreases the value 
of sum of square errors. The test is carried out for 100 
iterations. The 1000 iteration- learning results are used for test. 
Results of comparisons of RNFIS, NFIS and RNN based 
control systems show that in the same condition the value sum 
of square of errors for RNFIS is less than for others. Test results 
demonstrate the efficiency of RNFIS for constructing controller.  

Example 2. The development of control system based on 
RNFIS is carried out for controlling temperature of rectifier K-
2 column. During simulation the model of plant is described 
by the following differential equation. 

)-u(tby(t)a
dt

dy(t)a)(dya 0212

2

0 τ=++
dt

t
            (18) 

where  1,a 0.072min,a , 0.056min a 21
2

0 ===

sec 15 ),C/(kgf/cm60b 2o
0 == τ , here y(t) is 

regulation parameter of plant, u(t) is controller’s output, τ is 
delay. Sampling time for the plant is 15 sec. 

Computer simulation of control system with RNFIS for 
plant (18) is carried out. The initial values of the parameters of 
membership functions c1 and σ1 are chosen in the interval   [-
10, 10],  c2 and σ2 in the interval [–0.2, 0.2]. Number of rules 
are 16. During learning the parameters of RNFIS are 
determined. Also the development of control system with 
NFIS and RNN for plant (18) is carried out. The learning of 
controllers based on RNFIS and NFIS are carried out at the 
same condition. The initial values of parameters for both 
networks are generated in the same interval. In figure 8 the 
curves that describe the test results of time response 
characteristics of control systems with RNN, 

NFIS and RNFIS are given. The results of simulation of 
control system based on RNFIS show that the value of static 
error of time response characteristics is absent (zero). 
Transient overshoot and settling time of system with RNFIS 
are less than other types of controllers. The results of 
simulation and experimental analysis of control system with 
RNFIS show that it has better time response characteristic than 
others. 

 

 

 

 
Figure 7. Test result - time response characteristic of control systems based on 

RNFIS (solid line), NFIS (dotted line), and RNN (dashed line). 
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TABLE II 
 RESULTS OF COMPARISON AMONG THREE CONTROLLERS 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 8. Test result - time response characteristic of control systems based on 
RNFIS (solid line), NFIS (dotted line), and RNN (dashed line). 

                           
Simulation result of control system based on RNFIS for 

plant (18) is compared with the simulation results of control 
systems based on NFIS and RNN. In table 3 the results of 
comparative estimation of time response characteristic of 
control systems based on RNFIS, NFIS and RNN controllers 
are given. 

As shown in table III the value of sum of square errors for 
RNFIS based control system is less than others. The results of 
simulation and experimental analysis of the automatic control 
system with RNFIS show its efficiency. 

 

TABLE III  
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CPU-time 0.99 0.88 0.99 
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16 1000 369.68 5.66 8936 7.45 7960.8 6.21 
 
On line 
learning 

48 1000 158.82 8.7 10428 11.04 7911.7 14.28 

16 100 112.49 1.19 109.90 1.51 100.38 1.81 
 
Test results 

48 100 111.53 1.23 107.78 1.69 100.14 2.01 
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IV.    CONCLUSION 
In this paper the development of recurrent neuro-fuzzy 

system for identification and control of dynamic plant is 
considered. The structure and learning algorithms of RNFIS 
are described. For learning of network the supervised 
algorithm is used. The learning capability of RNFIS allows 
automatically construct itself and to deal with non-stationary 
plants. 

The simulation result of identification and control systems 
based on RNFIS are compared with other types of neural 
network based system. In identification problem the RNFIS 
test results have shown two times better performance in sum 
of square of errors than NFIS system. In control RNFIS based 
control system test results are compared with RNN and NFIS 
based control systems results and RNFIS based control system 
has shown better performance than other types of systems. 
Result of comparative estimation demonstrates the efficiency 
of presented approach. 
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