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Abstract—What people say on social media has turned into a rich source of information to understand social behavior. Specifically, the growing use of Twitter social media for political communication has arisen high opportunities to know the opinion of large numbers of politically active individuals in real time and predict the global political tendencies of a specific country. It has led to an increasing body of research on this topic. The majority of these studies have been focused on polarized political contexts characterized by only two alternatives. Unlike them, this paper tackles the challenge of forecasting Spanish political trends, characterized by multiple political parties, by means of analyzing the Twitters Users political tendency. According to this, a new strategy, named Tweets Analysis Strategy (TAS), is proposed. This is based on analyzing the users tweets by means of discovering its sentiment (positive, negative or neutral) and classifying them according to the political party they support. From this individual political tendency, the global political prediction for each political party is calculated. In order to do this, two different strategies for analyzing the sentiment analysis are proposed: one is based on Positive and Negative words Matching (PNM) and the second one is based on a Neural Networks Strategy (NNS). The complete TAS strategy has been performed in a Big-Data environment. The experimental results presented in this paper reveal that NNS strategy performs much better than PNM strategy to analyze the tweet sentiment. In addition, this research analyzes the viability of the TAS strategy to obtain the global trend in a political context make up by multiple parties with an error lower than 23%.
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I. INTRODUCTION

With the growth of social network usage and its published content, a great deal of information can be found about its users and opinions. This occurs because most of the content of social networks reflects opinions and interests of its users [3], [4]. Thus, social networks have turned into an excellent platform for analysis of social trends in different fields, such as sport, fashion, politics, etc... [5].

Nowadays, there are three most used social networks: Facebook, Instagram and Twitter. Each of these social networks has a different predominant usage type. For example, people tend to use Facebook to share their live events or feelings with their friends. However, the access to the users’ information is limited, which difficults the extraction of knowledge. Another social network with a huge number of users is Instagram; which is based on sharing image contents and it is again more related to lifestyle. In like manner, it does not contain many opinions of its users. In contrast to the previous two social networks, Twitter users typically express their opinion related to real time social events in a limited small number of characters. Likewise, the majority of them are usually public [6]. Those reasons have caused that in the last years, twitter users accounts have been increasing year after year and, as a consequence, Twitter is turning into a powerful tool to know real time user opinions related to social events in an easy and direct way [4].

According to this, the classification of the Twitter users in relation to its public opinion and how to recognize them as representatives of the society opinion has turned into a big challenge for the research community. Thus, in the last years, researchers have proposed different algorithms to classify users in different ways: according to the user’s profile and their usage of the application (personal, professional, business, spam and viral users) [7], according to their entity (individual user or organization) [8], according to their interests (entertainment, culture, business finance, politics, technology, sports and others) [9], according to different attributes (gender, age, regional origin and political orientation) [10] or even according to their political affiliation or ethnicity [10]. The amount of published papers proves that Twitter is a relevant social network to gather data to classify the users in different types and relate them to parts of the society.

In this way, this research is focused into analyzing Twitter users opinion in order to forecast their political trends inside the Spanish political context. The motivation is given by two different facts. First of all, the traditional methodology for obtaining the political tendency of the citizens, such as telephone polls, has a high cost [14] and it does not result in satisfactory indicators [12]. As a representative example, the case of the Spanish elections in 2016 [13], where the results of the polls showed a significant difference from the real results. In some cases, the differences between the real results and the polls were higher than 20 points, which gives an idea about the difficulty to analyze the political tendency [14]. Secondly, in the last years, the politicians have been using their Twitter accounts to send messages to potential voters and citizens in general, as an easy and cheap way of frontal interactions. In such a manner, politicians interact with the citizens, and this interaction is related to the intention to motivate voters to vote for them [11]. Also the political TV programs and news use the politicians tweets to relate the politicians’ opinions on some event.
This paper tackles the challenge of forecasting Spanish political trends by means of analyzing the Twitter Users political tendency. According to this aim, a novel strategy, named tweets Analysis Strategy (TAS), is proposed. This is based on analyzing the users tweets by means of discovering its sentiment and classifying them according to the political party that they support. In order to do this, TAS implementation is divided into three main sections:

A. **Data Initialization** contextualizes the environment and retrieves the input data from Twitter. Contextualization is related to the Spanish political context and it is based on creating data sets with typical Spanish words, which are used to collect the Spanish political tweets.

B. **Data Processing** classifies the user tweets to the political parties and obtains the tweets’ sentiment that can be positive, negative or neutral. In order to do this, two different methods for sentiment analysis are discussed: the first one is based on Positive and Negative words Matching (PNM) and the second one is based on a Neural Networks Strategy (NNS). The results reveal that neural networks performs much better than matching keywords strategy.

C. **Data Post-Processing** generates the output of the strategy; it means the political tendency for each user and the global political tendency of Spanish users by averaging users’ tendencies.

It is worth pointing out that although this proposal is focused on the Spanish context, the proposed methodology can be adapted for any other context characterized by multiple political parties.

The effectiveness of the both proposed sentiment analysis strategies is evaluated by a data corpus with 312,369 positive and 343,011 negative tweets. The NNS strategy performs better than PNM with a best assert of 71%. Additionally, we have evaluated the global trend given by the TAS strategy by means of comparing a specific set of 184 users, previously analyzed manually, with the results given by the TAS strategy. In this comparison, the TAS strategy has achieved a 60% of assert, 22% of error and 18% of neutral results. Likewise, it is shown that the system is able to scale properly when a huge number of tweet are retrieved and analyzed in streaming process, because the strategy are developed and deployed in a Apache Storm Cluster [28] and that provides an architecture to process all data in parallel processes.

The remainder of this paper is organized as follows. Section II compares the main contributions of the literature about forecasting political trends from Twitter in relation to the proposal. Section III describes in detail the three sections making up the TAS strategy proposed in this paper. Section IV evaluates the performance of both sentiment analysis strategies together with the global political prediction given by the TAS strategy. Finally, Section V outlines the main conclusions and future work.

### II. Twitter Political Tendency

The analysis of the political tendency using the opinion of people through social networks is a challenge for the research community. Therefore, researches have proposed different strategies to predict the users’ political tendency.

There are a significant set of works, which are focused on the US elections system, which is limited to a binary prediction between liberal/conservative. Authors propose two types of classification, content analysis and communication networks. The content analysis is based on analyzing tweet’s text, word frequency, hashtag frequency for each user, and Latent semantic Analysis of hashtags (LSA), a technique to discover a set of topics. The communication networks approach ignores tweet content and instead focused on relationships between users. Authors claim that the analysis of political communication networks provide highest accuracy, although the information-rich hashtag features are almost as effective and have the benefit of generalizing without the need to re-cluster the network to accommodate new users. This last conclusion has been taken into account to develop the TAS strategy.

One work focused on the German election which is related to a multi-dimensional problem, such as this paper does, is presented in [16]. Authors predict by means of a sentiment analysis tool the political tendency of the twitter users analyzing 100,000 Twitter messages mentioning political parties or politicians. In one hand, the authors conclude that the simple count of the number of tweets is related to the voter tendencies and they are similar to the traditional election sampling. In the other hand, the sentiment of Twitter messages could be related to the political programs, candidate profiles, and evidence from the content of the election campaign. In contrast to that, this research presents a complete system able to tackle the political prediction problem from the data input retrieval, the data processing to extract the sentiment of the tweets and the computation of the global political tendency.

### III. Tweets Analysis Strategy (TAS)

The TAS strategy presented in this paper is based on retrieving political tweets, analyzing their sentiment and
classifying each tweet according to the political party that it is related to. Hence, each time a tweet is analyzed, in return it was obtained both its sentiment and the political parties related to it. Once all the tweets for one user have been analyzed, the overall polarity was computed for each political Party relevant for the user, and hence the political tendency of a given user. The last step is based on computing all the tendencies of all users to obtain the global political tendency among the analyzed users in the society. It is important to denote that all of the strategy to extract and analyze tweets and users is performed with a streaming platform. This means that the processes of tweet retrieval and analysis, as well as tendency update, are all performed in real time. In that sense, tendency updates always reflect actual political pulse of Spanish Twitter users.

The TAS strategy is designed in the following three main blocks (see Fig. 1):

A. Data Initialization: The first block is focused on contextualization and input data retrieval from Twitter. This block is divided in three parts:

1) Context Definition: In order to focus on a particular context, several sets of keywords will be defined prior to TAS strategy implementation. Context definition has two input purposes, the first one is to extract tweets within a concrete context (Spanish politics, in this case) and the second is to classify tweets according to the political parties they refer to.

2) Twitter Application programming Interface (API): Retrieves input information to TAS about users and their tweets. There are several types of Twitter API functions. In this case, the streaming API functionality has been used.

3) Data Extraction: This block extracts tweets from the Twitter API, filtering those tweets launched by Spanish users and which are related to political context.

B. Data Processing: The second block is devoted to obtain the sentiment of each tweet, and classify them according to its political affinity. This block is divided in two parts:

1) Sentiment Analysis: In order to obtain the sentiment of a tweet text two methods were discussed, Positive and Negative Matching (PNM) and Neural Networks Strategy (NNS) [2].

2) Collection Classifier: Using the keywords sets defined in the context definition block, each tweet was classified according to its affinity to Spanish political parties.

C. Data Post-Processing: This block provides two outputs based on the process of tendency update for each user:

1) User Tendency Update: When a analyzed tweet enters this process, the strategy recalculates both the User political tendency and the global political tendency. One of the outputs of this process is the political tendency related to each political party for one user.

2) Global Political Tendencies Update: The other output is the global political tendency related to each political party for all of the users, there are calculated in this process.

A. Data Initialization

1) Context Definition: In order to analyze social data, it is necessary to focus on a context target. In particular, this paper is focused on the Spanish political context. However, the overall strategy can be applied to different contexts, such as a different countries’ political elections, a particular sport competition, fashion tendencies or the most popular product items.

Context initialization is given by appropriately selecting two keyword sets. These sets are defined before performing the Data extraction phase and are relevant words extracted from official web pages, twitter accounts or campaign hashtags from the different political parties.

The first data set is the Keywords set, \( K \), which contains the main keywords related the context. Hence, those tweets containing any of the words in \( K \) will be captured when retrieving tweets.

Once the target tweets are retrieved, the next step will be classify each of them with regard to the political parties they refer to. So, let \( X \) be the set of political parties (in the case of Spain, \( X = \) Partido Popular (PP), Partido Socialista Obrero (PSOE), Ciudadanos (CS), Esquerra Republicana de Catalunya (ERC), Partit Democrata Catala (PDECAT) and Podemos). Then, for each party \( x \in X \) the Collections Keywords set \( C_x \) is defined, containing the relevant Keywords that will be used to classify tweets which are related to \( x \). There are three different types of keywords in \( K \) and \( C_x \): user entities starting with @, hashtags starting with # and political words (like "Partido Popular", for instance). Notice that the keywords of the \( C_x \) Collection Keywords can be similar to \( K \) Keywords Set but not necessary equal. This is because some words that appear in \( C_x \) could produce a confusion during the extracting process of the tweets, because of their ambiguity. It is discussed in more detail in the Data Extraction block.

2) Twitter API: The tool for tweets extraction has been the Twitter API [20], and more specifically the StreamingAPI, because it provides real-time information on tweets and users. To obtain the political tweets, the track function was used of the Twitter API. It allows retrieving tweets whose content matches some of the words in the Keywords set \( K \).

3) Data Extraction: The main purpose of the Data extraction block is the refinement of the political tweets extracted with the Twitter Streaming API. Therefore, the input of this process is potential political tweets and the output is tweets that have political context. The need for refinement arises from the fact that the used keywords sometimes can retrieve tweets with non-political context. In particular, with this strategy, there were some problems with ambiguous Keywords named “soft keywords” that can be a political text in \( K \), but can not be neither a Hashtag nor a user. The reason for this is that those words could have different meanings, so the procedure could return non-political tweets. An example of a soft keyword could be "Podemos", since it can be the Spanish
political party or the conjugation of the verb “Poder”. To solve this problem, the soft keywords are identified and when they appear in a tweet, the model searches for another matching with another non-ambiguous word. If it finds a soft keyword with another non-ambiguous word, the tweet is analyzed. On the other hand, if the soft keyword is the only $k \in K$ in the tweet, then the tweet is discarded.

As an output, this process sends political tweets to the Data Processing block and also collects those twitter users, who have launched political-related tweets in a given context.

**B. Data Processing**

1) **Sentiment Analysis**: There are numerous research papers and studies that focus on sentiment classification for Twitter. In the literature appear different techniques and methodologies to detect and identify twitter data sentiment, such as:

- The Machine Learning Approach [22], which uses linguistic features.
- The last is divided into dictionary-based approach and corpus-based approach which uses statistical or semantic methods to find sentiment polarity. The hybrid Approach [23] combines both approaches and is very common with sentiment lexicons playing a key role in the majority of methods.

These studies describe methodologies to detecting and identifying twitter data sentiment.

The proposal of this paper relies partially on the methodology described in [23], which uses emoticons for tweets feature extraction and includes the usage of unigrams and/or bigrams (couple of words that appear together), as well as parts of speech tags, to design an algorithm to classify the sentiment of the tweets.

The objective of the Sentiment Analysis block is to obtain a positive, negative, or neutral value per tweet text. For such a purpose, two possible and different strategies have been developed:

- **Positive Negative Match (PNM)**, which is focused on matching and counting positive and negative words/emoticons inside a tweet.
- **Neural Network Sentiment (NNS)**, which is based on the usage of Linear Classifiers, more concretely neural networks.

To perform these both strategies, there had to exist previous databases with positive and negative tweets, which will be built in the initialization step of the sentiment analysis, as follows. **Sentiment Analysis Initialization**: In order to build these databases, 343,011 positive and 312,369 negative tweets were extracted (which are not necessarily in the political context, and which contain at least one emoticon). As in [24], a tweet that has positive emoticons is saved into the positive database and the tweet that contains negative emotions is saved into the negative database. Figs. 2 and 3 show the positive and negative emoticons used, respectively:

![Positive Emoticons](image)

![Negative Emoticons](image)

Previously to classify the tweets into positive or negative, they are processed in two senses: on the one hand, for the sake of enriching the information of the tweet text, the content of the URL appearing in the tweet text has been added, when it is applicable. When the content is a news headline, the title is...
retrieved. When the content is a tweet, the complete tweet text is retrieved. This is done because many of the tweets had some URLs in the text and information concerning the meaning of the text would be lost if the URL content was excluded.

On the second hand, for the sake of uniformization, the tweets collected in both positive and negative databases, have to be treated according to a cleaning process based on the following steps:

1) Escape HTML characters: tweet text can contain html characters like "&amp;#128516;" and it is necessary to convert them to unicode, like \ud83d\ude04
2) Decode Data: With the aim to make ready the tweet text to manage it, it is required to standardize and encode the text to unicode.
3) Remove users that contains simbol "@": Remove the users of the tweet because they are not relevant to the text sentiment analysis.
4) Remove hashtags: The hashtags are often related to a event context and not to a sentiment, for these reason they are not relevant to analyze the sentiment.
5) Slangs lookup: Since every language has slangs, in this part of the cleaning, slangs are mapped into words related to them.
6) Split joined sentences: To reduce the number of characters, Twitter users join the sentences using the capital letters in the words, an example: "ThisIsVeryDisgusting". In the cleaning process, they are split up.
7) Standardize words: To make "cool" tweets, some users write words emphasizing some letters, for example: "I am veeeeery happy". This part of the process consists of standardizing these words. So in this case, the result would be "I am very happy".
8) Apply spell corrector Hunspell [26]: tweets are texts which have often been written in a rush and users do not take much care on the spelling. Hence, many misspelled words may be found. A spell corrector has been used to write these words correctly.
9) Remove the words with only one character: In relation with to the two strategies presented, it was considered that one-character words are not relevant and they could even introduce noise to the results.
10) Remove the double spaces: As a consequence of the cleaning process, some of the previous steps could have generated double spaces, which are removed.

Hence, after these processes, two collections of positive and negative tweets will be identified. These databases are used in both sentiment analysis strategies developed in this implementation. These strategies will take as inputs the target tweets, and its sentiment polarity will be obtained as an output.

Positive Negative Match (PNM): This strategy is based on counting positive and negative words in a tweet. Hence, it requires the previous creation of two databases with positive and negative words. To build up this words databases, the positive and negative tweets database defined earlier will be used.

The positive words database (negative, respectively) includes all the words that appear in the tweets belonging to the positive tweets database. In order to increase significance, the bigrams (couples of consecutive words) are also collected. The words/bigrams are collected along with their frequency of apperance. However, notice that many words will appear in both the positive and negative words database. In this case, they are removed from the database with less appearances, and its frequency is the difference between its frequencies in both sets. Following this procedure, two collections of 11,027 positive and 10,484 negative words/bigrams have been obtained.

Then, for each input tweet, after applying the previously described cleaning process, its polarity is obtained by counting the emoticons and the appearances of positive and negative words. The final result is the difference between the positive and negative words/emoticons. This difference is the polarity of the tweet, which can be positive (difference > 1), negative (difference < 0) or neutral (difference == 0).

As it will be discussed in the experimental results section, this procedure has been run for a test set of tweets, whose polarity is known beforehand. In particular, different experiments have been launched, using only some percentage of the most significant words (with maximum frequency) in the words databases. It turns out that the maximum assert has been reached when using the whole set of words.

Neural Network Sentiment (NNS): This strategy is based on the usage of a convolutional neural network which is trained using the positive and negative tweets database. Once the neural network is trained, it is ready to return the sentiment of a new tweet. In fact, the evaluation of one tweet returns the percentage of positive and negative.

In particular, the implementation is based on the project [25], which originally uses Tensorflow [27] to detect positive and negative English tweets. It is worth pointing out that this had to be modified to be adapted to the Spanish language. Notice that, since users may use irony when launching a tweet, the assert of the sentiment of a tweet based on its emoticons may be not be 100% correct. In order to deal with this, when the tweets are introduced to train the neural network, a weight percentage of positivity or negativity is assigned to each one. Note that, to analyze a tweet, the neuronal network needs to recognize all the word in the tweet text. So, when a specific word is not known, this word is removed from the tweet text and the updated tweet is again analyzed. If all the words were discarded, then the tweet would be classified as neutral.

2) Collection Classifier: This process receives political tweets along with its sentiment. As an output, it returns the list of political parties to which each tweet is related to, along with its sentiment. Hence, for each political party \( x \in X \), the process looks for matchings between the keywords in \( C_x \) and the tweet text. Notice that one tweet can be classified as affine to one or more political parties, because matching keywords belonging to different political parties can be found.

As an upgrade, the overall system benefits from this step, by updating the \( C_x \) sets. Indeed, when some of the words appearing in a tweet, which is related to party \( x \in C_x \), are detected as significant for this political party, they are assimilated to the set \( C_x \). In this way, the increment of \( C_x \).
will improve the Data Classification process.

![Political Party Tendency](image)

**Fig. 4 Example User Political Tendency**

**C. Data Post-Processing**

1) **User Tendency Update**: The final objective of the TAS strategy is to obtain the global political tendency. For such a purpose it is needed to analyze the tendency of each user. Hence, it is needed to get all the analyzed tweets for each user and identify the political party occurrences and its sentiment. Then, the data is arranged by means of an matrix and identify the political party occurrences and its sentiment.

Hence, it is needed to get all the analyzed tweets for each user and to analyze the tendency of each user.

Let \( n \) be the number of political parties, and let \( u \) be an analyzed twitter user who has launched \( m \) analyzed tweets. Then, the data is arranged by means of an \( m \times n \) matrix \( M_{u} = (c_{ix}) \), where \( c_{ix} \) is the coefficient referring to the tweet \( t_{i} \) launched by user \( u \) and related to the political party \( x \in X \).

The content of each cell \( c_{ix} \) of the matrix can take four possible values:

\[
c_{ix} = \begin{cases} 
1, & \text{if } t_{i} \text{ has positive sentiment and mentions } x, \\
-1, & \text{if } t_{i} \text{ has negative sentiment and mentions } x, \\
0, & \text{if } t_{i} \text{ has neutral sentiment and mentions } x, \\
\text{NULL}, & \text{if } t_{i} \text{ does not mention } x.
\end{cases}
\]

Once, the data is collected in \( M_{u} \), \( w_{x} \) is computed as the global weight sentiment of user \( u \) related to each political party \( x \), as follows:

\[
w_{x} = \sum_{i=1}^{m} c_{ix}, \forall c_{ix} \neq \text{NULL}. \tag{1}
\]

On the other hand, let \( r_{x} \) be the number of citations of political party \( x \) from all the tweets that \( u \) has launched, that is

\[
r_{x} = \#\{c_{ix} : 1 \leq i \leq m, c_{ix} \neq \text{NULL}\}. \tag{2}
\]

The political affinity \( s_{x} \) for a specific user \( u \) and for each political party \( x \), is calculated as the mean of sentiments, that is, as the ratio of tendency of political party \( x \), \( w_{x} \), to the number of appearances \( r_{x} \), as follows

\[
\mu_{x} = w_{x} / r_{x}. \tag{3}
\]

For each user and each political party the standard deviation is also calculated,

\[
\sigma_{x} = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (c_{ix} - \mu_{x})^{2}}, \tag{4}
\]

where \( n \) stands for \( r_{x} \), or if there are less than 30 tweets, \( n \) stands for \( r_{x}-1 \). Coefficient of variation is then calculated as the ratio of standard deviation and mean, where mean is not equal to zero,

\[
\rho_{x} = \sigma_{x} / \mu_{x}. \tag{5}
\]

Coefficient of variation is used to explain how much a user’s tweets vary in sentiment with regard to one political party; the less they vary, the more one is certain in the obtained average sentiment. Nevertheless, since mean can be negative, only the absolute value is taken into account. Furthermore, since mean is between -1 and 1, and it can be considerably smaller than standard deviation, in further text the interpretation of variability is adjusted with respect to the values that coefficient of variation can take, considering the mean value of coefficient of variation as the limit of small variability.

In order to clarify this process, a simple example is presented in Table I and Fig. 4, where it is assumed that there are 6 political parties \((n = 6)\) and 10 tweets \((m = 10)\) for a given user \( u \). The last five rows of the table show the values \( w_{x}, r_{x}, \mu_{x}, \sigma_{x} \) and \( \rho_{x} \) for each political party. Notice that, for this user, one can trust most to the tendency for the political parties 3 and 5.

Twitter Analyzed Users is one of the outputs of the TAS is a collection of analyzed users, which contains, for each user, all the information retrieved from twitter plus the data analyzed by TAS strategy, that are the sentiment for each political party, the number of tweets related to each political party and the result of the TAS strategy.

When the user political tendency has been calculated it is refreshed for each user and sent to the Global political Tendencies Update.

2) **Global Political Tendencies Update**: The global political tendencies update process computes the global political tendency of the Spanish twitter users. This process is executed each time a user is analyzed and the output is the global political tendency that contains the sentiment for each political party, the number of tweets related to each political party and the result of the TAS strategy. The process to calculate the global political tendency is calculated as the mean of users’ tendencies.

**IV. EXPERIMENTAL RESULTS**

The aim of this section is to illustrate the results obtained from the implementation of TAS, that is the sentiment analysis, user tendency and global tendency. The sentiment analysis results are composed of the two strategies presented in the TAS section: NNS strategy block presents results of the neural
network using training, validation, and test datasets. PNM strategy block presents results of the PNM using training and the test data sets. The user tendency block results presents the experimentation and results of the user tendency calculation. The results have been obtained using Storm Cluster [28] in OpenNebula [29]. The cluster is composed of 4 virtual computers with 4 processors and 4Gb of RAM each. Using this environment the ratio of tweets retrieved and analyzed are 5 tweets per second.

### A. Sentiment Analysis

This section describes the results and discussion of NNS and PNM. The datasets used in the experiment is a data set with 312369 positive and 343011 negative tweets.

1) **NNS:** In order to obtain relevant results using neural network, the data set has been divided into training (70%), validation (20%) and test (10%) data. Training dataset is used to adjust the weights of neural network, validation dataset serves to further explore if additional data is improving the accuracy (or at least not decreasing it), and the test dataset is used to present sample results of the trained neural network. The output of the neural network is the percentage of positive and negative sentiment of a tweet. During the process of analyzing a tweet, if the neural network cannot recognize a word, the word is removed and the cleansed text is resent to the neural network. This process is repeated as long as there are unknown words in the input tweets, and if all the words are removed, the tweet is considered neutral. Results of the neural network training and validation has been the following:

- **Train set size** = 458766
- **Test set size** = 65538
- **Epoch 1**, validation accuracy: 0.667114
- **Epoch 2**, validation accuracy: 0.69687
- **Epoch 3**, validation accuracy: 0.719812

The evolution of the epoch confirms that the training data set provides a great training assert to the neural network. The best assert achieved is 71.98%. This can be considered as a good result compared to the results obtained in [1], which are also related to the analysis of Spanish tweets sentiment and they achieve an assert of 70%, over a significantly smaller dataset.

2) **PNM:** In order to obtain relevant results using PNM strategy, the data set has been divided into training (70%) and test (30%) data. Training dataset is used to extract the positive words (11027) and the negative words (10484) databases, while the test dataset is used to present sample results of the matching of the positive and negative words. The output of the PNM is the number of matches for each positive and negative word and the positive and negative emoticons in an analyzed tweet.

In the experimentation PNM has been tested with different sets of positive and negative words, in order to analyze its impact on the final result and obtain maximum assert. More concretely, we have run experimentation starting with the 10% of the most frequent words, and then increasing this percentage until using the whole database.

<table>
<thead>
<tr>
<th>Database</th>
<th>% Succes</th>
<th>% Error</th>
<th>% Neutral</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>42</td>
<td>19</td>
<td>38</td>
</tr>
<tr>
<td>20</td>
<td>45</td>
<td>20</td>
<td>34</td>
</tr>
<tr>
<td>30</td>
<td>47</td>
<td>20</td>
<td>31</td>
</tr>
<tr>
<td>40</td>
<td>49</td>
<td>20</td>
<td>29</td>
</tr>
<tr>
<td>50</td>
<td>50</td>
<td>20</td>
<td>29</td>
</tr>
<tr>
<td>60</td>
<td>50</td>
<td>20</td>
<td>28</td>
</tr>
<tr>
<td>70</td>
<td>51</td>
<td>20</td>
<td>27</td>
</tr>
<tr>
<td>80</td>
<td>51</td>
<td>20</td>
<td>27</td>
</tr>
<tr>
<td>90</td>
<td>52</td>
<td>21</td>
<td>26</td>
</tr>
<tr>
<td>100</td>
<td>53</td>
<td>21</td>
<td>25</td>
</tr>
</tbody>
</table>

Table II shows the results of the different percentages used to check PNM, and the best result is achieved when the 100% of the words database is used. However, the best result obtained is 53% assert.

Taking into account the experimental results obtained, the NNS has been the selected strategy to analyze the users tweets sentiment.

### B. TAS User Tendency

This subsection, presents a comparison between the political tendency obtained with the TAS Strategy in front of the real tendency of a sample sets of users, which has been used as a control sample and whose real tendency has been obtained manually. This sample sets of users is referred to as Tendency.
of the Users Analyzed set (TEN). Manually analyzing the tendency of this set of users has been a challenge because this task is not straightforward, given that ordinary users post few political tweets and even some of them may contain irony, images or neutral text. The way for analyzing the profiles has been based on identifying tweets supporting a political party or tweets against a political party. Also, when an user has retweeted a tweet launched by a politician, it has been counted as a positive tendency to this political party. Following this procedure, a set of 184 random users has been considered, but it was reduced to 112 after discarding those accounts related to non Spanish users, prank accounts or TV programs. Next step is to compare the users political tendency obtained with the TAS Strategy, in relation to the results of TEN.

Table III shows the results of 6 different tests performed over the set of 112 TEN users. From each test, a particular subset of users has been selected in order to evaluate the success of the TAS strategy over significant users. These subsets have been chosen according to three different sieve parameters: the minimal number of tweets per user, the minimal number of citations per political party per user r_v and the maximal value of correlation coefficient ρ. The goal of the experimentation is to adequately tune these parameters in order to achieve maximal assert, minimal error and maximal number of users.

The results presented in Table III show that the largest assert is achieved with the smallest coefficient of variation (column Test 6) because the expressed opinion tendency varies the least in all analyzed tweets. Nevertheless this restriction results in removal of huge number of users, so in this case it was able to analyze only three users.

In order to perform less restrictive experiments, Tests 1, 2 and 3 have been performed with the maximal coefficient of variation of 1.20, which is the average of the coefficient of variation of all the political parties of all the users. Among these three experiments, the best assert is achieved in Test 2, with minimum of 20 tweets per user, at least 4 tweet for political party. The amount of users analyzed in this case has increased until 28, while the assert has been 60%. So, the following tests have been designed with the aim to maintain this assert while increasing the amount of users. This is shown in Tests 4 and 5, where the maximal coefficient of variation has been relaxed. Results show that Test 4 achieves the best results given that it obtains an assert close to 60% and analyses the maximum number of users (43).

Table IV presents a sample of an analyzed user applying the criteria of the Test 4, who has posted 20 tweets. In this case it can be seen that the political parties significant for this user are ERC and Podemos, since the coefficient of variation for these parties satisfies ρ ≤ 1.8 and the number of citations of each political party are r_v ≥ 4. Likewise the political party PSOE could be another candidate, because the ρ ≤ 1.8, but the number of citations of political party is r_v < 4, and for this reason this political significance for this user is discarded. Hence, in this sample one can conclude that this user has a negative tendency to the political party ERC and a positive tendency to the political party Podemos.

Fig. 5 presents the global political tendency for the 43 users analyzed with respect to the criteria used in Test 4. It turns out that for these users all political parties have average negative global tendencies, so the best tendency can be considered the one that has the highest mean. In this case, political party PP has the best global tendency. Furthermore, the results of Test 4 shows that political party PDECAT is not significant for the tested users. So, this political party has not been reflected in the Global Tendency Analyzed.

V. CONCLUSION

This paper proposes a new strategy, named Tweets Analysis Strategy (TAS), to analyze the Spanish political users tweets by means of discovering its sentiment (positive, negative or neutral) and classifying them according to the political party...
they support. From this individual political tendency, the global political prediction for each political party is calculated.

In order to do this, two different strategies for analyzing the sentiment analysis are proposed: one is based on Positive and Negative words Matching (PNM) and the second one is based on a Neural Networks Strategy (NNS). Both strategies have been evaluated with a set of 655380 tweets, previously processed by a cleaning process, obtaining an accuracy of 53% and 71.98% for the PNM and NNS strategy, respectively. It is worth pointing out that NNS provides the best results because it takes into account the relationships between the words, while the PNM only matches the positive and negative words.

With the aim of determining the political tendency for each user, the TAS strategy needs to define the threshold of some different parameters, which were identified by means of experimentation. The most relevant thresholds identified for each political party and user are: the number of tweets greater than 20, the number of citations $r_x \geq 4$ for each political party and the coefficient of variation $\rho_x \leq 1.8$. In this case, the error obtained has been 22.81%. It turns out that coefficient of variation can be an useful indicator when applied to one user’s political tendency expressed in tweets, in the sense that if user’s tendency towards political party does not vary much throughout tweets, one can assume that is their reliable tendency. The strategy based on the available number of tweets per user, per political party, as well as the number of analyzed users would allow to decide if it is feasible to exclude tweets with medium and large variation in sentiment or to exclude only those with large variation.

The future work is directed towards extending our analysis about discovering and modeling the relationships between users. In this way, the integration of the content analysis, developed in this paper, with the communication networks of the users, can improve significantly the accuracy of the prediction for each user. Likewise, we plan to apply the TAS strategy method to discover the tweets sent by bots, in order to determine the level of intrusion in the political campaigns.
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