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#### Abstract

Packing problems arise in a wide variety of application areas. The basic problem is that of determining an efficient arrangement of different objects in a region without any overlap and with minimal wasted gap between shapes. This paper presents a novel population based approach for optimizing arrangement of irregular shapes. In this approach, each shape is coded as an agent and the agents' reproductions and grouping policies results in arrangements of the objects in positions with least wasted area between them. The approach is implemented in an application for cutting sheets and test results on several problems from literature are presented.
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## I. Introduction

PACKING problems arise from a variety of situations including pallet loading, textile cutting, container stuffing and placement problems. Such problems are optimization problems that are concerned with finding a good arrangement of multiple objects (2-D or 3-D) in a larger containing region without overlap. The usual objective of the allocation process is to maximize the material utilization and hence to minimize the wasted area. The packing problem becomes much simpler when both objects and the containing region are rectangular in shape. Many research works have been done on two and three dimensional rectangular packing problems. However, in many practical applications, objects and containing regions may have irregular shapes. Due to the geometrical complexity introduced by irregular shapes, such problems are not as well studied as rectangular packing.
There are relatively few works on two dimensional packing with arbitrary shapes, compared to 2 D rectangle packing. They can be classified into two types, namely nesting and packing. Nesting is an approach in which irregular objects are nested in simpler regular shapes, and these simpler shapes are then packed into an available area ([1], [2], and [3]). On the other hand, straightforward single pass packing strategies involve taking the pieces in order and placing them on the stock sheet according to a given placement policy. This may be repeated several times for different orderings or different placements and the best solution chosen, or a more intelligent method may be used in a single pass ([4], [5], and [6] ). There
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is another approach which has become increasingly popular in recent years. It is to produce an initial layout and then to use small changes in order to improve it. Such an approach may either continuously seek for improvement, or may incorporate meta-heuristic techniques such as simulated annealing or tabu search in order to allow up-hill, or non-improving moves ([7], [8], [9], [10], and [11]).
This paper presents a novel approach based on group making policies of agents to solve this problem which resides in the last category. The main idea is to represent each shape with an agent. Agents try to make friendship relations with each other while the relation describes their relative positions. Once a group of friend agents is formed and the group has one agent from each shape, the friendships patterns describe the arrangement of their shapes. Based on the quality of the final arrangement, the friendship patterns are duplicated and some of the relations get permanent. Using this iterative approach, the quantity of the good groups increases gradually and more and more acceptable solutions appear. The model is implemented in Zamin agent-based artificial ecosystem [12] and used in practical purposes for optimization of cutting lines.
The rest of the paper is organized as follows: At the next section, problem representation approach, agents' model and their relations are presented. Section three represents the optimization process and section four presents the experimental results. And the last section presents the conclusion and future works.

## II. Problem Definition

This section presents the problem specification approach, the agents' structure and their friendships and groups. The main idea is to represent each shape as an agent. The agents' relations will specify their relative positions and these relations are restricted so that no overlapping friend agents (shapes) would be possible. Shapes are stored and coded as polygons and non-polygonal shapes are coded using their covering polygon.

A friendship between two agents is a relation which states the relative position and orientation of their shapes. As in almost every other approach for arrangement optimization, we have made a simplification assumptions to have a smaller search space: We have assumed that the relation between two shapes can only be made so that two of their vertices (one from each) lay on each other and two edges (that are connected to those two vertices) lay on each other. Figure 1
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shows the possible relations for two arbitrary shapes. Using this assumption, the relation between two shapes can be specified by their common vertex and common edges.

Once two agents are friend, they stay together so that their common edges lie on each other, their common vertices are on each other, and they do not have any overlapped parts. If this situation would not be possible, they can not get friends with such relationship. A collection of two or more friend agents is called an agent group.


Fig. 1 Possible relations for two arbitrary shapes and the representation of one sample relation

## III. The Optimization Process

To initialize the optimization process, a random population of agents with several copies of each agent is created. In every iteration of the process, some of agents try to get friend with other agents or groups of agents. Once an agent, namely agent A, wants to get friend with another agent (agent B), they consider the following restrictions to avoid construction of a group with duplicate or overlapping members:
(1) Agent A and B must not have a friend of the same shape.
(2) After A and B form their relation, none of them or their friends may overlap.
Once a group of friend agents is created and it has exactly one copy of each shape (a complete group), the area of the covering rectangle around them and the number of holes in this area is computed and they gain a reward negatively relative to this area and the number of holes inside it (Equation 1). Based on this reward, the group is duplicated and the number of duplications is relative to the ratio of reward to the average of last 10 best given rewards. Therefore, the criteria for rewarding gradually gets harder while better results are found.

## Let $G$ be a complete Group :

$$
\begin{align*}
& \text { Reward }(G)=C_{1} \times\left[\text { Area }_{G} \times\left(1+\text { Holes }_{G}\right)\right]^{-1}  \tag{1}\\
& \operatorname{Copies}(G)=\frac{C_{2} \times \text { Reward }_{G}}{\sum_{G_{i} \text { Last } 10 \text { bestresults. }} \text { Reward }_{G_{i}}}
\end{align*}
$$

One a group is duplicated, the original one and all its copies
explode. During an explosion, a few friendship relations inside the group tear apart and agents separate. The probability of breakage of a relation is inversely relative to its age. Thus, relations that have lasted longer will be more probable to be kept for later groups and therefore, relations that have proved to be useful in composing good designs are more probable to stay and groups of fitting shapes are gradually composed. Figure 2 shows a sample of such process.

Agents or agent groups which can not compose complete groups for some time or their quality is too poor in compare with the average result are frequently killed and removed from the population and some random friend agents are created instead to increase the variety. Figure 3 shows a diagram of the entire process.


Fig. 2 A sample of the process: Stage 1 shows the initial agents' pool with some copies of each of the four shapes that must be put together. Stages $2 \& 3$ show the agents' pool after one and two levels of getting friends. In stage 4, a complete group which is formed in stage 3 is duplicated. And in stage 5, the complete groups are exploded and created some smaller groups of agents. The process continues with these agents and groups until when an acceptable complete group is found

## IV. EXPERIMENTAL RESULTS

The algorithm is coded using $\mathrm{VC}++6.0$ language and run results on a Pentium IV 1800 MHz are presented. The algorithm is tested by a set of benchmarks from literature and results are presented in Table I.

As stated in results table, the average wasted area is less than $2.5 \%$ and all results have been achieved in less than 15 minutes of process. Figures 4, 5 and 6 also present some of these results. Figure 7 presents the average waste area for different number of shapes, for Table I samples. As stated there, there is no correlation between number of shapes to optimize and the wasted area, therefore it can be concluded that algorithm's performance does not degrade while shapes number is increased.


Fig. 3 Diagram of the optimization process


Fig 4 Left side, output from [19], Right side, our programs' result after 5 minutes of process


Fig. 5 Top side, output from [20], Bottom side, our algorithm's result after 3 minutes of process


Fig. 6 Left side, output from [19], Right side, our algorithm's result after 10 minutes of process

TABLE I
Algorithm Results on Bench Mark Cases

| Sample Name | No of Shapes | Waist | Source |
| :---: | :---: | :---: | :---: |
| J1 | 25 | $3.8 \%$ | $[13]$ |
| J2 | 50 | $6.2 \%$ | $[13]$ |
| Dagli | 21 | $7.5 \%$ | $[14]$ |
| Kendall | 13 | $14 \%$ | $[17]$ |
| D1 | 31 | $2.5 \%$ | $[14]$ |
| D2 | 21 | $3.0 \%$ | $[15]$ |
| D3 | 37 | $2 \%$ | $[15]$ |
| D4 | 37 | $1.7 \%$ | $[15]$ |
| Dighe1 | 16 | $0 \%$ | $[16]$ |
| Dighe2 | 10 | $1.5 \%$ | $[16]$ |
| T1a | 17 | $2.1 \%$ | $[18]$ |
| T1b | 17 | $1.1 \%$ | $[18]$ |
| T1c | 17 | 2.8 | $[18]$ |
| T2a | 25 | $0 \%$ | $[18]$ |
| T2b | 25 | $2.3 \%$ | $[18]$ |
| T2c | 25 | $0.5 \%$ | $[18]$ |
| N1a | 17 | $1.5 \%$ | $[18]$ |
| N1b | 17 | 0 | $[18]$ |
| N1c | 17 | $1.3 \%$ | $[18]$ |
| N2a | 25 | $1.8 \%$ | $[18]$ |
| N2b | 25 | $1 \%$ | $[18]$ |
| N2c | 25 | $0 \%$ | $[18]$ |
| M1 | 16 | 0.5 | $[18]$ |
| M2 | 18 | $0.9 \%$ | $[18]$ |
| M3 | 20 | 0.8 | $[18]$ |
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Fig. 7 Average waste area with different shapes number for Table I samples. Vertical Axis: average wasted area, Horizontal axis: Shapes Number

## V. Conclusions AND Future Works

Packing problems arise from a variety of situations including pallet loading, textile cutting, container stuffing and placement problems. Such problems are optimization problems that are concerned with finding a good arrangement of multiple objects (2-D or 3-D) in a larger containing region without overlap. This paper presents a novel population based approach to this problem. In this approach, shapes are represented with agents and agents make relations with specify their relative positions. Once a complete group of related agents are composed, their fitness is computed and their relationships are duplicated and sub groups of fitting shapes are composed. The process goes on as long as the fitness is below the required criteria. The approach is implemented in application for cutting sheets and some comparisons with other contributions and some subjective tests are presented which shows that it can successfully arrange the requested shapes and its performance does not degrade with increment of shapes count.

As a next step to this contribution, the following tasks can be done: First, one can alter the restrictions on shapes relations to allow a more variety of arrangement. Second, different process control methods may affect the search speed. Third, adding mutation operator of genetic algorithms to the duplication section may result in a better search of the area and it can be tested in a next contribution.
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