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Abstract—An optimisation method using both global and local
optimisation is implemented to determine the flapping profile which
will produce the most lift for an experimental wing-actuation system.
The optimisation method is tested using a numerical quasi-steady
analysis. Results of an optimised flapping profile show a 20% increase
in lift generated as compared to flapping profiles obtained by high
speed cinematography of a Sympetrum frequens dragonfly. Initial
optimisation procedures showed 3166 objective function evaluations.
The global optimisation parameters - initial sample size and stage
one sample size, were altered to reduce the number of function
evaluations. Altering the stage one sample size had no significant
effect. It was found that reducing the initial sample size to 400
would allow a reduction in computational effort to approximately
1500 function evaluations without compromising the global solvers
ability to locate potential minima. To further reduce the optimisation
effort required, we increase the local solver’s convergence tolerance
criterion. An increase in the tolerance from 0.02N to 0.05N decreased
the number of function evaluations by another 20%. However, this
potentially reduces the maximum obtainable lift by up to 0.025N.

I. INTRODUCTION

IN recent years, Unmanned Aerial Vehicles (UAVs) have been
a growing area of research. Since the inception of UAVs,

these unmanned aircraft have begun replacing piloted aircraft
particularly in Defence applications. Their operational uses
include aerial surveillance and reconnaissance and support to
ground forces.

One particular branch of UAV research has been focussed
on biologically inspired flapping wing aircraft. This area of
research has been facilitated by technological advancements
in many fields including micro-electronics, sensors,
microelectromechanical systems, and micro-manufacturing.
Bio-inspired flapping wing aircraft differ from conventional
fixed and rotary wing aircraft in that they offer benefits
including increased efficiency at low Reynolds numbers
making them a viable design for small size, low speed
aircraft, otherwise known as Micro Air Vehicles (MAVs) [1],
[2]. In addition, flapping wing flyers cover a large range of
strategic manoeuvres not singularly capable by their fixed or
rotary wing counterparts. Dragonflies in particular are one of
the most amazing flyers. The dragonfly planform was one of
the first to evolve and is thus amongst the longest surviving
flying organisms. Its ancestry can be traced back to the
Protodonata, which are amongst the earliest winged insect
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fossils discovered [3], [4]. The evolution and optimization of
the dragonfly planform dates back 300 million years.

This evolutionary process has made dragonflies extremely
versatile flyers. Dragonflies demonstrate an aerial agility that
allows it to out manoeuvre and prey on other insects. Slow
motion footage taken by Ruppell [5] show instantaneous
accelerations of up to 4g and sustained and take-off
accelerations of up to 2g. Maximum speeds demonstrated by
dragonflies were up to 10m/s which are in the order of the
operational speeds of some MAVs. Analysis of a video of
dragonflies in combat by Chahl et al. [6] showed accelerations
in turns exceeding 4g. Wind tunnel studies performed by
Alexander [7] show that at low speeds, dragonflies employ
a “yaw turn” manoeuvre whereby a 90o yaw is achieved in 2
wing beats. It is these properties that allow for sophisticated
predation strategems [8] that make dragonflies excellent aerial
predators. In addition to being extremely manoeuvrable,
dragonflies are able to sustain prolonged periods of hover.
Like many other insects, the dragonfly has evolved a flapping
wing-actuation system that allows it to overcome the large
cyclic forces required for hovering flight. The extensive
capabilities of the dragonfly can be attributed to the unique
degree of control the dragonfly has over its flapping actuators
and hence flapping profile [9], [10]. Alexander showed through
high speed cinematography in a wind tunnel [7] the capability
of the dragonfly to adjust both its stroke plane angle and
angle of attack of the individual wings to perform complex
yawing or banking turns. Even during hovering flight, Wang
[11] proposed that dragonflies rely on adjusting the angle
of attack of the wing to reduce the energy costs of hover.
Certainly observations of the wing actuators of dragonflies
support these theories. An investigation of the actuation system
in dragonflies shows their capability to actively control and
effect wing rotation [9], [12]. These factors highlight the
importance of wing articulation and the flapping profile in
dragonfly flight.

This paper will present a dragonfly-inspired wing-actuation
system design and the methods used to tune the flapping-wing
profile to produce optimal performance for that wing-actuation
system.

II. WING-ACTUATION SYSTEM

To replicate the flight capabilities of the Dragonfly, a fully
controllable, 3 Degrees-of-Freedom (DOF) wing-actuation
system is proposed that accurately represents the key
characteristics of the dragonfly wing-actuation system. To
date we have built a test bench prototype (see Fig. 1) of
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Fig. 1. Fully software controllable, 3DOF flapping wing-actuation system

the wing-actuation system using custom-built solenoids as
the main form of actuation. Solenoids were selected as their
linear motion more closely represents the system of muscles
in a Dragonfly. Three solenoid actuators are used to allow
the wing-actuation system to articulate the wing in 3 DOF
similar to in the Dragonfly. A direct drive mechanism for
transferring solenoid displacement to wing displacement was
employed. Complex indirect mechanisms can be utilised,
however anatomical studies have shown that the Dragonfly
uses a direct drive mechanism whereby the actuators are
attached directly to the root of the wing [13]. A force/torque
transducer is used to measure the forces generated by the
wing-actuation system.

The design of the wing was based on a dragonfly wing
profile. Initial wings were designed with a 7cm span, however
preliminary experiments showed significant levels of noise
being generated. Therefore, a larger 30cm wing design was
selected, operating at lower wing-beat frequencies. The larger
wing allows for larger aerodynamic forces to be generated,
while the lower wing-beat frequencies would reduce the
overall noise and loads in the system, hence improving the
signal-to-noise ratio. The wing was constructed from Mylar
skin, overlaid over a carbon fibre rod-spar structure. The final
design is shown in Fig. 1.

Following the design of a wing-actuation system, it is
necessary to determine the flapping wing profile which will
produce the most lift during hover. High speed cinematography
of dragonflies in hover shows that the optimal flapping profile
varies between different dragonflies [14], [15], [16]. This
suggests that the optimal flapping profile is highly system
specific, and therefore requires the use of optimisation methods
to determine the wing profile.

III. OPTIMISATION PROBLEM

Both computational and experimental methods can be
used to optimise the flapping profile. Berman and Wang
[17] used blade element theory analysis to minimise the
power requirements of their prescribed flapping profile
whilst maintaining sufficient lift for three different insects.
Ghommem et al. [18] used a modified blade element theory
analysis to obtain maximum lift generation. Thomson et al.

[19] used experimental methods to determine the optimal
flapping profile for a scaled-up moth (Manduca Sexta) wing.

Regardless of the method, all the optimisation techniques
share a common issue. The non-linear flapping-wing dynamics
leads to multiple optima across the response surfaces, and
depending on the initial solution the obtained local optima
might not correspond to the global optima. That is particularly
true for the problem of flapping wing actuation. To resolve
this issue, optimisation techniques that rely on global search
methods will have to be used.

To do this, we employ a Global Search algorithm presented
by Ugray et al. [20]. This is a combination of global and
local search methods for finding multiple local optima. Global
methods are used to determine basins where optima are likely
to occur, and local gradient-based methods are used to refine
the location of the optima within those basins. An initial set of
points are produced by using a Scatter Search approach [21].
Similar to Genetic algorithms, this is a heuristic approach.
However, unlike genetic algorithms that require a large initial
populations to generate sample points, the Scatter Search
approach uses a small initial set of samples and grows the
sample size based on not just the value of the objective
function, but also the diversity of that solution. Therefore,
the Scatter Search method produces a set of sample points
that both satisfy the objective function but are sufficiently
diverse from each other that the probability of locating the
true global optima is increased. Once an initial population
of sample points have been determined, local Quasi-Newton
optimisation techniques [22], [23] are employed to refine the
location of the optima to within a user-specified convergence
criterion. The objective function being optimised is the lift
generated by the wing-actuation system.

A. Quasi-steady Model

To tune the parameters of the optimisation routine and
demonstrate its functionality, a numerical quasi-steady blade
element model of the aerodynamic forces acting on the
flapping wing was produced. Similar studies have been
performed by Weis-Fogh, Norberg [24], [25]. Sane and
Dickinson [26] also presented a similar analysis, with
additional aerodynamic effects due to wing rotation. The wing
was divided into spanwise sections, and the instantaneous
forces calculated on each section based on the local
translational and angular velocity. The forces across all slices
were then summed to obtain the forces/torques acting on the
wing at any point in time.

The wing kinematics were represented using equations from
Berman and Wang [17], [27], [28] for a wing flapping in
an inclined stroke plane with angle β. This inclined stroke
plane is more characteristic of a dragonfly flapping profile.
The flapping angle, φ, and angle-of-attack, α, in the stroke
plane is represented by

φ(t) =
φm

sin−1(K))
sin−1[Kcos(ωt)] (1)

α(t) =
αm

tanhCα
tanh[Cαcos(ωt+Φα)] + α0 (2)
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Fig. 2. Illustration of the dependance of φ and α on K and Cη (adapted from Berman and Wang [17]).

where 0 < K < 1 and Cη > 0. In the limit where K →
0, φ becomes sinusoidal, and in the limit where K → 1,
a triangular waveform is generated. Similarly, as Cη → 0, α
becomes a sinusoidal waveform, as Cη → ∞, α tends towards
a square wave (refer to Fig. 2).

To determine if such a model is able to represent the
key characteristics of the flapping wing profile, we compare
the output of this model against known experimental results
obtained by high speed cinematography of a Sympetrum
frequens dragonfly undertaken by Azuma et al. [15].The
flapping and pitch angles at 20 different locations along the
wing path were measured. A Fourier series expansion was
performed to fit a continuous curve with the experimental
results. The curve-fitted experimental results shows that the
flapping profile, φ(t) is approximated by a sinusoid and hence

Fig. 3. A comparison of the periodic hyperbolic function proposed by Berman
and Wang [17] (dashed line) with experimental results from Azuma et al.[15]
(solid line)

Berman and Wang’s representation for the flapping angle
(refer to (1)) is appropriate. The curve fitted experimental
results for the pitch angle, α(t), have components of a second
and third harmonic and hence cannot be represented by a
sinusoidal profile. However, a comparison of the experimental
pitch angles with the periodic hyperbolic function suggested
by Berman and Wang (refer to (2)) shows that the periodic
hyperbolic function is able to approximate the wing pitch
profile (refer to Fig. 3). Additionally, the periodic hyperbolic
function is fully defined by 4 variables as opposed to the
7 variables required by a triple harmonic Fourier series
representation.

Once the flapping and pitch profile have been determined,
the local velocity at each spanwise section of the wing as well
as the lift and drag coefficients can be determined, and used
to calculate the forces due to the translational (refer to Fig. 4)
and rotational (refer to Fig. 5) motion of the wing.

Equations for the lift and drag coefficients were obtained
from three-dimensional experiments performed by Dickinson
[27], [29]. Similar coefficients were obtained by Wang
computationally and used as the basis for analysing dragonfly
flight [27], [28]. Morphological parameters for the wing shape
were obtained from Norberg [30].

V = rφ̇ (3)

CL = 0.225 + 1.58sin(2.13α− 7.2) (4)

CD = 1.92− 1.55cos(2.04α− 9.82) (5)

The aerodynamic forces were then calculated at each section
of the wing.

dL = 0.5ρV 2CLdS (6)

dD = 0.5ρV 2CDdS (7)

Similarly, the rotational pressure forces for each section of
the wing were modelled as

Crot = π(0.75− x̂0) (8)
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Fig. 4. Illustration of the aerodynamic forces acting on a single section of
the wing.

Fig. 5. Illustration of the pressure force due to rotational circulation acting
on a single section of the wing.

dFrot = Crotρc
2Uα̇dr (9)

where x̂0 is the non-dimensional axis of rotation from the
leading edge. The overall aerodynamic force can then be
calculated by summing the force of all wing sections. It should
be noted that the direction of the lift and drag forces are with
respect to the velocity of the wing section. To determine the
actual lift force generated by the wing in the global reference
frame, a coordinate transformation was employed (refer to
Fig. 6). The vertical force in the frame of reference of the
wing is given by (10).

Hr = Lcos(β) +Dsin(β) + Frotsin(α− β) (10)

The vertical force with respect to the global frame of reference
is

Hr,vert = Hrcos(φProj) (11)

Fig. 6. Illustration of the coordinate transform required to determine the
actual lift generated by the wing in the global frame of reference (adapted
from Norberg [25]).

An equation for cos(φProj) was calculated using the
formulation from Norberg [25]. Therefore the vertical force
with respect to the global frame of reference is

Hr,vert = Hr

√
1− sin2αsin2β (12)

With a method of calculating the objective function now
defined, the optimisation problem can be expressed as:

min

X = [β,K,Cη,Φα, α0, αm] −Hr,vert (13)

subject to the following optimisation restrictions

Xi,min ≤ Xi ≤ Xi,max ∀i ∈ {1, 2, 3, 4, 5, 6} (14)

and constraints

αm − α0 ≤ −10o (15)

αm + α0 ≤ 170o (16)

These restrictions are selected to constrain the solution
space within the limits of the physical test bench design
illustrated in Fig. 1. Additionally, Cη was constrained, to
limit the maximum angular pitch velocity of the system. The
constraints are given in Table I

TABLE I
OPTIMISATION CONSTRAINTS

Property Lower Limit Upper Limit

β (deg) 10 80

K 0.1 0.99

Cη 0.1 1.3

Φα (deg) 0 -180

αη (deg) 10 90

α0 (deg) 40 140
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IV. RESULTS

Prior to running the optimisation process, the lift generated
was calculated for the flapping profile suggested by Azuma et
al.[15]. Previously we determined that Berman and Wang’s
[17] representation of the flapping and pitch profile was
sufficient to represent the experimental results obtained
through high speed cinematography by Azuma et al (refer
to Fig. 3). The values used to approximate the experimental
flapping and pitch curves are as follows:

TABLE II
INITIAL OPTIMISATION PARAMETERS

Property Value

β (deg) 37.0

K 0.1

Cη 1.3

Φα (deg) -49.0

αη (deg) 70.8

α0 (deg) 99.1

The wing-beat frequency for the Sympetrum frequens
dragonfly quoted by Azuma et al was 41.5Hz, which is
not achievable by our flapping wing system. Therefore the
wing-beat frequency was capped at 10Hz. A quasi-steady
numerical analysis was performed on that flapping profile, and
the mean lift obtained was 0.55N. The optimisation algorithm
was run to determine the flapping profile which would produce
the most lift.The Scatter Search algorithm, working from
the initial flapping profile, produced a population consisting
of a 1000 members which was filtered to 200 ’Stage One’
members. Local Quasi-newton methods were then used to
refine the solution and determine the optimal flapping profile.
Fig. 7 shows the optimised flapping and pitch profile versus
the unoptimised profile. The lift profiles across the wing stroke
for both the optimised and initial cases are shown in Fig. 8.
The final optimised parameters were:

TABLE III
OPTIMISED FLAPPING PROFILE PARAMETERS

Property Value

β (deg) 10.0

K 0.1

Cη 1.3

Φα (deg) -63.6

αη (deg) 56.1

α0 (deg) 94.5

Results of the quasi-steady analysis showed that the mean
lift over the wing stroke increased to 0.67N from 0.55N
initially. This corresponds to an increase of 22%. However,
this was achieved after 3166 objective function evaluations.
Whilst this is appropriate for computer simulations, it is not
ideal for an experimental optimisation. The reason for this
is the finite time required to experimentally measure the lift
associated with each sample. Additionally, the progressive
wear associated with running the experimental wing-actuation
system for extended periods of time could result in changes to

Fig. 7. Optimised flapping profile (solid lines) versus unoptimised flapping
profile (dashed lines)

the system being optimised. Therefore, the number of objective
function evaluations will have to be reduced in order for
the optimisation algorithm to be applicable to experimental
conditions.

As mentioned previously, the global Scatter Search
algorithm generates a population of a 1000 initial trial points
initially from which it then selects 200 of the best points
to perform a local Quasi-Newton optimisation. Minimise
the initial number of trial points reduces the number of
function evaluations required. However, this comes at the
risk of potentially missing the global optimum. To investigate
this effect, we progressively reduce the number of initial
sample points and measure the optimised lift. Due to the
random nature of the scatter search algorithm, we execute the
optimisation algorithm 10 times for each point of interest to
ensure consistency in the results. Fig. 9 shows the change
in the number of objective function evaluations required with
a change in the initial number of trial points used. The
error bars represent the scatter in the results obtained from
the optimisation method. When the initial population size is
reduced to 200, there is reduction in the number of function
evaluations to an average of 481. However, it was observed

Fig. 8. Optimised lift profile (solid lines) versus unoptimised lift profile
(dashed lines)
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Fig. 9. Number of function evaluations required versus initial population
size

that there was a variation in the lift generated between 0.65
to 0.67N, even though the objective function convergence
tolerance was set to 0.01N. This suggests that using 200 initial
samples is not sufficient to consistently capture the global
optima. Therefore, an initial population size of 400 will be
used.

We next investigate the effect of reducing the number of
’Stage 1’ samples (refer to Fig. 10). As shown, there is
no significant change in the number of function evaluations
required with a change in Stage one sample size.

Fig. 10. Number of function evaluations required versus Stage One
population size

Adjusting the number of initial trial points and ’Stage one’
points both affect the global optimisation process. It is also
possible to reduce the number of function evaluations by
adjusting the convergence tolerance of the local, Quasi-newton
optimisation algorithm. As shown in Fig. 11, there is a clear
decrease in the number of function evaluations required by
approximately 20% when the tolerance size is increased to
0.05N from 0.02N. There is no significant change with further

tolerance increase above 0.05N.

Fig. 11. Number of function evaluations required versus the tolerance of the
local solver

Increasing the tolerance of the convergence criterion comes
at the cost of the ability of the local optimiser to refine the
optimised solution. As shown in Fig. 12, the optimised lift
averages 0.65N for a tolerance size of 0.05N as opposed to
0.67N for a tolerance size of 0.01N. At 0.1N tolerance, the
scatter in the lift obtained becomes too large, suggesting a
solver with inconsistent performance.

Fig. 12. Lift forces generated by the optimisation algorithm as a function
of the convergence tolerance criteria.

V. DISCUSSION

A quasi-steady blade element model was generated to
investigate the functionality of a combined global and local
optimisation algorithm. Results showed a 20% increase in
lift between the optimised and unoptimised flapping profile.
It was found that by reducing the initial sample size from
1000 to 400, and increasing the convergence tolerance criterion
to 0.05N, significant reductions in the number of function
evaluations could be achieved.
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Reductions in the number of function evaluations is critical
to an experimental wing-actuation system optimisation. Using
a tolerance of 0.05N was found to decrease the lift by up to
4%, however this could be insignificant in comparison to the
variation in lift due to the noise generated by an experimental
test bench. Results from an optimisation by Thomson et al.
[19] showed the significance of noise in an experimental
set-up. The noise was sufficiently large that using an iteration
step size of 5o produced no convergence. Increasing the
iteration step size of the local solver is another factor which
will potentially allow reductions in the number of function
evaluations. However, this could also result in a reduction in
the precision of the solution.

In section III-A we discussed the adaptation of Berman
and Wang’s methodology to representing the flapping and
pitch profile of a dragonfly. By comparison with experimental
results, we demonstrated that Berman and Wang’s model is
able to model the flapping profile of a real world dragonfly
with reasonable accuracy. Whilst it is possible to use a Fourier
expansion with second and third harmonics to better model
the flapping profile, it also introduces additional parameters
which need to be optimised and hence the optimisation effort
required. This was done by Thomson et al.[19]. However, their
results showed that an iterative step of 10o was required in
order to achieve convergence, which raises the question as to
the benefits of having the additional precision of a Fourier
expansion in a real world system.

Further work will focus on implementing the optimisation
algorithm on the experimental wing-actuation system. Initial
efforts would be targeted at maximising lift, however other
objective functions would be investigated, including maximum
lift-to-power and maximum yaw moment.

VI. CONCLUSION

The nature of the flapping wing problem is such that the
flapping wing profile is unique to each system. Therefore,
optimisation methods are required in order to determine
the flapping profile which will deliver optimal performance.
However, flapping wing systems are characterised by
non-linear dynamics that produces multiple optima across its
response surface. In this paper, we present an optimisation
method using both global and local optimisation to determine
the flapping profile which will produce the most lift for an
experimental wing-actuation system. The optimisation method
is first tested using a numerical quasi-steady analysis to
determine the functionality of the optimisation algorithm.
Results of an optimised flapping profile show a 20% increase
in lift generated as compared to flapping profiles obtained by
high speed cinematograhy of a Sympetrum frequens dragonfly.
An initially untuned optimisation algorithm showed that the
objective function was evaluated 3166 times which is not
suitable for an experimental setup. Initial sample size and
stage one sample size, were altered to determine its effect
on the number of function evaluations. Whilst the stage
one sample size had no significant effect on reducing the
optimisation effort, reducing the initial sample size reduced
the number of function evaluations significantly. It was found

that reducing the initial sample size to 400 would allow
a reduction in computational effort to approximately 1500
function evaluations without compromising the global solvers
ability to determine the locations of potential minima. To
further reduce the optimisation effort required, we increase
the local solver’s convergence tolerance criterion. An increase
in the tolerance from 0.02N to 0.05N decreased the number of
function evaluations by another 20%. However, this potentially
reduces the maximum obtainable lift by up to 0.025N. In
summary, using a quasi-steady numerical analysis we have
demonstrated the ability of the optimisation algorithm to
converge on an optimised flapping wing solution in 1̃200
function evaluations to within 0.025N accuracy.
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