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Abstract—Vision based tracking problem is solved through a 

combination of optical flow, MACH filter and log r-θ mapping. 
Optical flow is used for detecting regions of movement in video 
frames acquired under variable lighting conditions. The region of 
movement is segmented and then searched for the target. A template 
is used for target recognition on the segmented regions for detecting 
the region of interest. The template is trained offline on a sequence of 
target images that are created using the MACH filter and log r-θ 
mapping. The template is applied on areas of movement in 
successive frames and strong correlation is seen for in-class targets. 
Correlation peaks above a certain threshold indicate the presence of 
target and the target is tracked over successive frames. 
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I. INTRODUCTION 
OR vision based tracking, a practical system should be 
able to identify and track object in cluttered scenes and 
variable lighting conditions. To track target objects in 

video sequences, a system must first be designed to detect and 
correctly classify objects. For a video sequence, an object of 
interest in one frame can then be associated with the same 
object in the coming frames. There are number of approaches 
to address this problem. Most of the algorithms have been 
applied on indoor scenes in ideal lighting and background 
conditions. All the approaches are based upon some 
assumptions like fixed camera distance from the object, 
defined range in the variations of object size and orientation, 
known lighting conditions etc. In case of fixed camera 
position, the process of searching an object in individual video 
frames can be greatly optimized by only searching for those 
portions of the image that are moving. The moving parts of 
the image can be extracted by keeping a running average 
image of the previous n frames and subtracting it from the 
current frame. However, such a scheme cannot be used in a 
scenario where either the camera is moving or both object and 
camera are moving.  

The problem of recognizing objects of interest or targets in 
video sequences despite distortions in position, orientation and 
scale has been addressed using various techniques. One of 
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these techniques is based on the development of Synthetic 
Discrimination Function (SDF) [1]. SDF is a filter design 
method to create invariance to such distortions. Based on the 
SDF, attempts have been made to introduce a class of filters 
that use correlation for object recognition. Some of these 
filters are Maximum Average Correlation Height (MACH) 
filter, Minimum Average Correlation Energy (MACE), 
Minimum Variance Synthetic Discriminant Function 
(MVSDF) [2] and Distance Classifier Correlation Filter 
(DCCF) [3]. All these filters can be tuned to give maximum 
performance and allow object recognition that is immune to 
background clutter. Recently two techniques have been 
combined to solve the invariance problem by Bone, Young 
and Chatwin [4]. The technique combines MACH filter to 
achieve out-of-plane rotation and scale and in-plane rotation 
invariance is created with the use of a log r-θ mapping (log-
map) of a localized region of the image space. The results 
show reasonable success when applied in ideal lighting and 
uniform background. However, the technique works only for a 
fixed camera video sequence as it uses background subtraction 
for isolating moving objects in video frames. We have used 
the same model as proposed by Bone, Young and Chatwin [4] 
but instead of using background subtraction, the technique 
uses optical flow for object detection. This has allowed the 
system to be used in moving camera scenarios. The MACH 
filter parameters have also been altered to allow it to function 
in variable lighting conditions. 

II. MAXIMUM AVERAGE CORRELATION HEIGHT (MACH) 
FILTER 

The object recognition MACH filter is based on the SDF in 
which linear combination of the various reference or training 
images are combined to make a composite image. The MACH 
filter maximizes the relative height of the average correlation 
peak with respect to the expected distortions [2].  Unlike the 
SDF, the MACH filter can be tuned to maximize the 
correlation peak height, peak sharpness and noise suppression 
while also being tolerant to distortions in the target object that 
fall between the distortions given in the training set [4]. 
MACH filter has been studied, improved and used for various 
Automatic Target Recognition (ATR) applications and 
problems [5], [6]. The details of MACH filter and its usage 
have been explained in [7] and [8]. The basic construction of 
the MACH filter is given in (1). 
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where α, β, and γ are non-negative OT parameters, Nx is the 
average of the training image vectors X1, X2, ….XN  (in the 
frequency domain), and C is the diagonal power spectral 
density matrix of additive input noise. Dx is the diagonal 
average power spectral density of the training images given in 
(2). 
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and Sx is given in (3). 
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where Mx is the average of Xi. 

III. USE OF LOG R-Θ MAPPING 
Log r-θ mapping has been used for invariance to in-plane 

rotation and scale variations. The algorithm has been 
explained in [9] for detection of straight lines, circles and line 
segments. The technique exploits the phenomenon of foveal 
sampling seen in mammalian eyes. In the mammalian retina, 
photoreceptive cells are small and densely packed in the fovea 
and increase in size exponentially to create a blurred 
periphery. This technique maps each sensor pixel on the 
circular region of the x-y Cartesian space into a rectangular 
region in Polar r-θ space. The sensor’s geometry maps 
concentric circles in the Cartesian space into vertical lines in 
the polar space and radial lines in the Cartesian space into 
horizontal lines in the Polar space. The mapping follows the 
mathematical relationship shown in (4), (5), (6) and (7).  

Z = ℮-w                             (4) 
w = log Z                                                

(5) 
where 

Z = x+ iy                           (6) 
and 

w = u+ iv                       (7)  
Fig.1 shows a 128 x 128 grey scale image and its log-map 
respectively. 
 

 
 
 
 
 
 
 
 
 

 
Fig. 1 Image of car with its log r-θ Map 

 

IV. OPTICAL FLOW 

Object recognition or target tracking problems in a video or 
sequence of frames becomes very complex. Recently methods 
have been developed for such object recognition and problems 
and one of such method is Optical Flow [10]. This method is 
very useful in videos that contain moving objects. Though it is 
computationally expensive, but still a robust method to detect 
moving objects in a scene. Optical flow is a relation of the 
motion field. It is the 2D projection of the physical movement 
of points relative to the observer, to the 2D displacement of 
pixel patches on the image plane. The main assumption and 
limitation behind this method is that the Image Intensity (I) in 
a frame remains the same for a small change in position for 
the next frame. The relationship between two consecutive 
frames is given in (8),  
I(x+dx, y+dy, t+dt) = I(x,y,t)                      (8) 
 
Using the Taylor’s Series and eliminating higher order terms 
we get, 
I(x+dx, y+dy, t+dt) = I(x,y,t) + Ixdx + Iydy + I…                       (9) 
 
thus (8) and (9) becomes 
 
It = -(Ix [dx / dt] + Iy [dx / dt])                                            (10) 
 
where Ix is the differential w.r.t x in successive frame, Iy is  the 
differential w.r.t y in successive frame and It is the  temporal 
differential (difference of two consecutive frames). Thus 
[dx/dt] and [dy/dt] are the required velocity vectors 
magnitude. The equation to get the velocity vector is non 
trival. Lucas & Kanade [10] proposed a technique to solve the 
problem. The velocity vector for each frame has been obtained 
using this method, thus, we find all the moving objects in the 
frame that have motion relative to the frame.  

V. IMPLEMENTATION 
The implementation of the project was done similar to the 

work presented in [4]. The major difference was the creation 
of template images and video sequences as they were done in 
outdoor scenes. The template images were created offline by 
taking pictures from a high-resolution digital camera. The 
images were then cleaned in terms of background noise using 
offline techniques. White background was selected for the 
actual images. The images were then converted to gray scale 
and complemented. Some of the training images used in 
simulations are shown in Fig.2. All images were then down-
scaled to 128 by 128 sized for speed optimization of the 
algorithm. 

Video sequences were taken in outdoor environment using 
a digital camera at a resolution that was less than the still 
image resolution. The system was expected to correctly detect 
and track the White Suzuki Cultus car in the video sequences 
despite variations in its out-of-plane orientation, in-plane 
rotation, and scale, position with noisy or cluttered 
backgrounds. 
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Fig.  2 Training Images used in MACH filter design 
 
To create invariance to changes in out-of-plane orientation 

of the car, the MACH filter was created using a training image 
set consisting of the expected range of rotation. The log-map 
of each training image was created and then all these log-maps 
were combined using the MACH filter. The resulting template 
was then used for target detection in all frames of the video 
sequence. 

To detect the presence of moving objects in video frames, 
optical flow was used. Optical flow highlighted all possible 
regions where the moving object of interest or target could be 
found. A 128 by 128 sub-image, centered over each region of 
interest (ROI), was log-mapped and correlated with the 
MACH filter.  The correlation peak height of the ROI was 
compared to a threshold - above which the ROI was classified 
as containing an in-class target. The threshold was calculated 
by correlating each of the reference images with the MACH 
filter and taking an average of their resultant peak intensities.  
This value then gave a value close to what would be expected 
after correlation between the filter and an in-class target.  

VI. RESULTS 

A video sequence in the outdoors was captured using a 
digital camcorder.  Initially, the system was tested using a 
single moving target.  The Cultus car was driven in a way that 
its orientation was fixed from the point of view of the camera. 
The camera was kept stationary throughout the capturing of 
the video sequence. Only those template images were used for 
training of the MACH filter that covered that specific 
orientation of the car. The size of the images and the video 
sequence was reduced to 128 by 128 to optimize the algorithm 

speed and decrease the computational burden.  The system 
performed well and classified the moving car as a target in 
every frame.  This was despite the fact that the video image 
was of slightly lower quality than the training images, which 
had been taken using a high resolution digital still camera, due 
to video compression. The outdoor lighting conditions during 
the filming of the video sequences also made it different to 
that of the training images, but the filter was able to cope well 
with this. Fig.3 shows the result of optical flow and the 
correlation with MACH filter in one of the frames of the 
video. The arrows indicate presence of a moving object and 
the mesh shows the correlation plane. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
Fig. 3 Optical Flow and MACH filter results on the target for a video 
frame filmed with a stationary camera 
 

More video sequences were obtained in the same outdoor 
environment but this time there were multiple objects in the 
scene. The camera was also moved during the filming of the 
video sequence. Optical flow was still able to detect the 
motion in the video sequence and MACH filter was able to 
classify the in-class target. The results are shown for various 
frames in Fig.4 where the car is moving across another car in 
the scene and the MACH filter only recognizes the moving car 
as the target in the scene with the camera also moving during 
the filming of the video sequences.  
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Fig. 4 Optical Flow and MACH filter results on the target for video 
frames with multiple objects in the scene and the camera also moving 

VI. CONCLUSION 
The combination of MACH filter, log-mapping and optical 

flow was able to create a system that could be used to detect 
targets in cluttered environment for both stationary and 
moving camera scenarios. Both MACH filter and log-map 
provide invariance to position, orientation and scale changes 
in cluttered backgrounds and variable lighting and optical 
flow provides information about presence of motion in video 
sequences. The main objective to use the optical flow as 
opposed to the method used by Bone, Young and Chatwin [4] 
was to find the moving objects even when the camera is 
moving with a constant velocity. The method used in [4] fails 

to detect and track when camera is moving. A method of 
classification of correlation peaks as in-class or out-of-class 
objects was employed by computing the average expected 
peak intensity. This made object detection simple since the 
height of the peak for a potential target could directly be 
compared to a predefined threshold that defines whether the 
ROI contains a target or not.  All simulations were run using 
MATLAB and all results have been obtained within the same 
simulation environment. The most time critical portion of the 
routine is the two-dimensional Fourier transform used in 
MACH filter correlation. For practical and realizable systems, 
MATLAB code has to be converted to some higher level 
language like C so that it can be run on an embedded 
platform.  The work has the potential to be used in real-time 
systems where the entire algorithm can be optimized for use 
on an embedded system.  
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