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Abstract—Predicting short term wind speed is essential in order 

to prevent systems in-action from the effects of strong winds. It also 

helps in using wind energy as an alternative source of energy, mainly 

for Electrical power generation. Wind speed prediction has 

applications in Military and civilian fields for air traffic control, 

rocket launch, ship navigation etc. The wind speed in near future 

depends on the values of other meteorological variables, such as 

atmospheric pressure, moisture content, humidity, rainfall etc. The 

values of these parameters are obtained from a nearest weather 

station and are used to train various forms of neural networks. The 

trained model of neural networks is validated using a similar set of 

data. The model is then used to predict the wind speed, using the 

same meteorological information. This paper reports an Artificial 

Neural Network model for short term wind speed prediction, which 

uses back propagation algorithm. 

Keywords—Short term wind speed prediction, Neural networks, 

Back propagation. 

I. INTRODUCTION

HE energy is a vital input for the social and economic 

development of any nation. With increasing agricultural 

and industrial activities in the country, the demand for energy 

is also increasing. Formulation of an energy model will help in 

the proper allocation of widely available renewable energy 

sources as solar, wind, bioenergy and hydropower in meeting 

future energy needs. A study of the energy models helps 

energy planning, research and policy making. 

II. LITERATURE REVIEW

Wind speed prediction is necessary as wind is an 

intermittent source of energy. It is an important alternate 

source of renewable energy to the fast depleting fossil fuels 

[1]. 

There are different types of models available for wind 

speed prediction. They are classified as Statistical, Intelligent 

systems, Time series, Fuzzy logic, neural networks. Models 

constructed based on meteorological, topological data and 

wind turbine technical information using numerical methods, 

are suited for long term predictions since they have difficulty 
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in fast acquisition of data and complicated computations. They 

lack adaptive update of estimated parameters to strengthen the 

model. They are based on non-statistical approaches. They 

depend on the experience of a meteorologist. They are carried 

out by interpolating measured data from a large number of 

sources, spread over a large area and long terms of time, 

instead of fixing the geographical location and time periods. 

Time series models are based on historical wind data and 

statistical methods. The simplest of these is the ARMA which 

is also called Persistence model and is usually used as the 

bench mark [2]. This analysis results in the description of the 

process through a number of equations involving large 

amount of information, which is a major drawback of time 

series models. 

Fuzzy models are also used to estimate wind speed. This 

paper reports a fuzzy model trained using genetic algorithm 

based – learning scheme, applied to an electrical power 

production plant. They are found to be more efficient than the 

conventional ARMA models [3]. Regression techniques are 

found to be less efficient compared to Artificial Neural 

Network model (ANN) models [4]. 

Kalman filter models are found to be 10% better than the 

ARMA. These models are found to be superior to ARMA [5]. 

ANNs are best suited for non-linear systems and do not 

require mathematical models and adapts automatically to 

changes in the inputs to minimize mean square errors. They 

have the capability to deal with large data sets. It reports that 

advanced ANN techniques are to be applied to improve the 

accuracy of the predictions [6]. The current works use Back 

propagation algorithm [7], Radial basis functions [8], Wavelet 

techniques and Support vector machines for short term 

forecasting [9]. SVM models are found to take less 

computational times compared to ANN models. 

III.NEED FOR FORECASTING WIND SPEED 

Wind speed prediction from past observations has 

applications in many diverse fields such as Target tracking, 

Missile guidance, Satellite launch, Electrical power demand 

forecasting, etc.

The most important factor influencing wind power 

generation is the local wind speed. The immediate 

requirement is for the development of improved short range 

forecasting methods which improve power transmission 

scheduling and resource allocation and hence the reliability of 

the power grid. Bus load forecasting is required for planning 

and operation of power system and power distribution. 
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Forecasting enables an adaptation between demand and 

generation [10]. 

IV. FEED FORWARD NEURAL NETWORK WITH

BACKPROPOGATION

A neural network is a computational structure which 

resembles a biological neuron[12]. It can be defined as a

“massively parallel distributed processor made up of simple 

processing units, which has a natural propensity for storing 

experimental knowledge and making it available for use.” It 

resembles the human brain in two respects: 

a) Knowledge is acquired by the network from its 

environment through a learning process. 

b) Interneuron connection strengths, also known as 

synaptic weights, are used to store the acquired 

knowledge. 

There are many different types of neural networks, from 

relatively simple to very complex, just as there are many 

theories on how biological neurons work. 

A feed-forward neural network has layers of processing 

elements, which make independent computations on data that 

it receives and passes the results to another layer and finally, a 

subgroup of one or more processing elements determine the 

output from the network. Each processing element makes its 

computation based upon a weighted sum of its inputs. The 

first layer is always the input layer and the last layer is always 

the output layer. The layers placed between the first and the 

last layers are the hidden layers. The processing elements are 

seen as units that are similar to the neurons in a human brain, 

and hence, they are referred to as cells or artificial neurons. A 

neuron is an information processing unit that is fundamental 

to the operation of a neural network. The figure shows the 

block diagram of a neuron. 

Fig. 1 Basic Structure of a Neuron 

There are three basic elements in the neuron model namely; 

the synapses, the adder and the activation function. Synapses 

between neurons are referred to as connections, which are 

represented by edges of a directed graph in which the nodes 

are the artificial neurons. The adder is used for summing of 

the inputs, represented by the sigma. A threshold function or

the activation function is sometimes used to qualify the output 

of a neuron in the output layer.  

This neuronal model includes an externally applied bias, 

denoted by bk, which has the effect of changing the net input 

value of the activation function. In mathematical terms, we 

may describe a neuron k by the following pair of equations: 

jkjk xwu                                                (1)

)( kkk buy                                          (2)

Here,  x1, x2 … xm are the input signals. 

wk1, wk2 … wkm are the synaptic weights 

uk is the linear combiner output due to the input 

signals 

bk is the bias 

 () is the activation function 

yk is the output signal of the neuron 

vk is the induced local field or activation potential 

The output of any neuron is the result of thresholding, if 

any, of its internal activation, which, in turn, is the weighted 

sum of the neuron’s inputs. The Activation function is 

denoted by  (v), defines the output of a neuron in terms of 

the induced local field v. Here, sigmoid function is used as the 

activation function. It is defined by the equation,  

 (v) =1/(1+exp(-av))                                                      (3) 

where ‘a‘ is the slope parameter of the sigmoid function. The 

figure 2 shows the structure of the curve traced by a sigmoid 

function. 

Fig. 2 Sigmoid function 

V. SYSTEM MODEL

Here, raw data from six text files are read, filtered and 

processed to obtain normalized data. Patterns are generated 

and statistical analysis is performed for good correlation 

among the input data values. A large part of the data is fed 

into the training network and the remaining part into the 

testing network. Finally, the wind speed is predicted which is 

the output of the Neural Network.  

Short term wind speed prediction involves the following steps: 

a) Data Acquisition & Pre-processing 

b) Data Conversion & Normalization 

c) Statistical Analysis 

d) Design of Neural Network 

e) Training  

f) Testing 

Data Acquisition & Pre-processing 

The weather report and the related parameter values are 

collected at a Weather Station at periodic time intervals, say 

every ten minutes. Our work involves the utilization of six 

different parameters values which are acquired from the 

weather station report. A historical data of 10 years is 

considered for the experimentation. The various parameters 

that are considered as input to the model are shown in the 

following table.  
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Fig. 3 System architecture 

TABLE I LIST OF PARAMETERS FOR THE NETWORK

PARAMETERS UNITS

Mean temperature  Deg.C 

Humidity %RH 

Wind gust m/s 

Wind direction Deg.M 

Barometric pressure Mb 

Wind speed m/s 

Fig. 4 Sample input file 

Data Conversion & Normalization 

The data collected after preprocessing then goes through 

the stage of data conversion and Normalization. The 

maximum value in each of the parameters is found out and 

each value in that column is divided by the maximum value so 

that the value lies between zero and one. 

Fig. 5 Sample output file 

Fig. 6 Normalized data output file 

The normalized values obtained form the pattern. This 

pattern is called as the time window. Each of these patterns is 

fed into the neural network in the form of input. The code for 

data conversion involves the following steps: 

a. During the stage of data acquisition and preprocessing, 

the maximum value among each of the parameters is 

computed. 

b. Normalization is carried out for all the parameters. 

c. The normalized values are then written into a file using 

loop line count previously calculated. 

Statistical Analysis 

Statistical analysis is carried out to find the amount of 

dependency between each of the meteorological values and to 

get rid of the redundant values that might be present in the 

data set. “Spearman rank correlation” and an optional 

“Pearson Correlation” are applied. The purpose of correlation 

is to measure and interpret the strength of a linear or nonlinear 

relationship between two continuous variables. When 

conducting correlation, we use the term association to mean 

“linear association”. Here, we focus on the Pearson and 

Spearman ‘ ’ correlation coefficients. Both correlation 

coefficients take on values between -1 and +1, ranging from 

being negatively correlated (-1) to uncorrelated (0) to 

positively correlated (+1). The sign of the correlation 
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coefficient (i.e., positive or negative) defines the direction of 

the relationship. The absolute value indicates the strength of 

the correlation. 

Spearman’s correlation 

It is a technique used to test the direction and strength of the 

relationship between two variables. In other words, it is a 

device to show whether any one set of numbers has an effect 

on another set of numbers.  It uses the statistic Rs which falls 

between -1 and +1. 

Procedure to carry out Spearman’s correlation: 

a. State the null hypothesis i.e. "There is no relationship 

between the two sets of data."  

b. Rank both sets of data from the highest to the lowest. 

Make sure to check for tied ranks.  

c. Subtract the two sets of ranks to get the difference d.  

d. Square the values of d.  

e. Add the squared values of d to get  d2.

f. Use the formula Rs = 1-(6. d2/n3-n) where n is the 

number of ranks you have. If the Rs value between the 2 

sets of data 

g. If the Rs value is 0, state that null hypothesis is accepted. 

Otherwise, say it is rejected 

The following table shows the results of correlation. It is 

observed that the data is symmetrical with respect to the main 

diagonal. 

TABLE II RESULTS OF CORRELATION
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Fig. 7 Graphical representation of the correlation matrix 

Design of neural network 

The design of the neural network involves designing the 

three fields of neurons: one for input neurons, one for hidden 

processing elements, and one for the output neurons. The 

connections are for the feed forward activity. There are 

connections from every neuron in field 1 to every one in field 

2, and in turn, from every neuron in field 2 to every neuron in 

field 3. Thus, there are two sets of weights, those figuring in 

the activations of hidden layer neurons, and those that help 

determine the output neuron activations. Using back 

propagation algorithm, in each training set, the weights are 

modified so as to reduce the mean squared error [MSE] 

between the network’s prediction and the actual target value. 

These modifications are made in the reverse direction, from 

the output layer, through each hidden layer down to the first 

hidden layer, till the terminating condition is reached.

The steps in the algorithm are: 

Initialize the weights 

Propagate the inputs forward 

Back propagate the error 

Terminating condition 

Testing

The remaining input values are utilized for testing and 

validation wherein the wind speed is predicted for the test 

input and compared with the actual values. The setup giving 

minimum error is obtained by varying the number of hidden 

layers and other parameters such as learning parameter, 

number of hidden layers in the network, number of epochs for 

test, error tolerance, number of neurons in each layer, etc. 

VI RESULTS 

 The following are the results of the above tests: 

TABLE III TEST SPECIFICATIONS FOR 5 OUTPUT LAYERS

AND 50 EPOCHS

Sl No. of  test case  3 

Name of test  Back propagation Test 3 

Error Tolerance 0.01 

Learning parameter 0.05 

Number of Epochs 50 

Number of layers 5 

Number of Neurons in each layer 
5 4 3 2 1 
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Fig. 8 Expected v/s predicted outputs for 5 layers and 50 epochs
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TABLE IV TEST SPECIFICATIONS FOR 5 OUTPUT LAYERS 

AND 200 EPOCHS

Sl No. of  test case  5 

Name of test  Backpropagation Test 5 

Error Tolerance 0.002 

Learning parameter 0.05 

Number of Epochs 200 

Number of layers 
5

Number of Neurons in 

each layer 

5 4 3 2 1 
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Fig. 9 Expected v/s predicted outputs for 5 layers  

and 200 epochs

VII. CONCLUSIONS

The literature available for wind speed modeling reveals 

that majority of the models is being utilized for electrical 

power demand forecasting. Though many short term models 

are presented, the accuracy of the models still need to be 

improved. In this model, the predicted wind speed differs 

from the actual value by max 5%.  
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