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Abstract—In this paper, a different architecture of a collision 

detection neural network (DCNN) is developed. This network, which 
has been particularly reviewed, has enabled us to solve with a new 
approach the problem of collision detection between two convex 
polyhedra in a fixed time (O (1) time). We used two types of neurons, 
linear and threshold logic, which simplified the actual 
implementation of all the networks proposed. The study of the 
collision detection is divided into two sections, the collision between 
a point and a polyhedron and then the collision between two convex 
polyhedra. The aim of this research is to determine through the 
AMAXNET network a mini maximum point in a fixed time, which 
allows us to detect the presence of a potential collision. 

 
Keywords—Collision identification, fixed time, convex 

polyhedra, neural network, AMAXNET. 

I. INTRODUCTION 
HE identification of a collision between two objects in 
space represents one of the main areas of interest in many 

fields of computer graphics, robotics, CAC (conception 
assisted by computer) and DAC (design assisted by computer) 
systems. This identification is done through various softwares 
that can model, simulate and plan the movement of objects in 
the presence of obstacles. Our study will focus on that. 

Collision detection is the most difficult part to implement 
because we face many optimization problems that depend on 
various constraints (space and time). However, the most 
expensive part in the planning of a path is the calculation of 
the number of collision constraints for each iteration. 

There are several efficient algorithms to identify a collision 
and calculate an appropriate distance. They represent a major 
research in this field ([2], [9], [12]). 

As pointed out in [9], the Euclidean distance is the most 
natural way to measure a collision between two objects. The 
calculation of the Euclidean distance between two objects is 
part of the field of computational geometry [10]. For problems 
in two dimensions (2-D), the time of calculation is 
asymptotically O (݈݃݋ଶܯሻ by Schwartz algorithm [11]. Wang 
and Chin [6] and Edelsbrunner [8] have reported more 
efficient algorithms. When polyhedra involve three dimension 
(3-D), the algorithm by Dobkin and Kirkpatrick [7] require O 
(M) operations. 

In this study, a neural network for collision detection 
(DCNN) is designated to identify collisions between two 
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convex polyhedra in a fixed time (O (1) time). The 
AMAXNET network is used for the generation of minimum 
and maximum distances, which are used as collision 
indicators. In this network, we will use only two neurons (a 
linear and threshold logic neurons) to minimize costs and 
facilitate the implementation.  

This paper is organized as follows; the first part will be 
devoted to the presentation of artificial neural networks used. 
In the second part we will study the collision detection 
between a point and a polyhedron and then collision detection 
between two polyhedra. Finally we will explain the 
construction of the network DCNN and then conclude with a 
summary of all the topics discussed in this study. 

II. ARTIFICIAL NEURAL NETWORKS USED 

A. Neurons Used 
The DCNN (Detection Collision Neural Network) and 

AMAXNET networks use two types of neurons, which are 
commonly used in the work of Fukushima [13], Kohonen [14] 
Mestari [4] Mestari et al [5] Mestari [1], Mestari [3]. The only 
difference between these two types of neurons is their 
activation function; one employs a linear activation function, 
and the other a logic threshold activation function.  

These two types of neurons sum the weighted n entered and 
transmits the result according to the following (1): 

 
ݕ ൌ ߶ ሺ∑ ௜ݓ

௡
௜ୀଵ ௜ݔ െ Θ ሻ                           (1)  

        
where ߶ is called activation function, Θ (Θ א Թ) is the 
threshold or external bias,ݓ௜are weights or synaptic forces, ݔ௜ 
are inputs (i = 1, 2, ..., n), n the number of inputs and y is the 
output.  

The linear activation function is defined as follows: 
 

߶௅ ሺݔሻ ؝   (2)                           ݔ
 

The threshold logic activation function:    
 

 ߶்ሺݔሻ ؝ ቄ1          ݂݅ ݔ ൒ 0
݁ݏ݅ݓݎ݄݁ݐܱ      0

                          (3) 

B. AMAXNET Network 
A neural network AMAXNET, which with an array of real 

numbers as inputs, outputs the ݇௧௛ largest element of the array 
proposed. Overall processing time is constant, and does not 
depend upon the size of the input array, being just six times 
the processing time for a single neuron. Two definitions, 
which are essential for construction of AMAXNET, are 
introduced.  
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• Definition 1: The order in the input array 
X=(ݔଵ, ,ଶݔ … , ௜ ሺ1ݔ ௡ሻ of any elementݔ ൑ ݅ ൑ ݊ሻ is 
defined as being the number of elements of the input array 
less than ݔ௜ . 

• Definition 2: Let ݔ௜and ݔ௤ be two elements of the same 
value. If (i<q), then ݔ௜is considered smaller than ݔ௤, 
otherwise ݔ௜ is considered larger than ݔ௤. 

AMAXNET principle may be summarized thus: Overall, 
AMAXNET is composed of n order networks, ܱ ௜ܰሺ1 ൑ ݅ ൑
݊ሻ, and a selection network SN. Also, AMAXNET is 
equipped with a control input called an adjustment input. This 
adjustment input allows choice of the order of the element to 
be transferred to output. 

The function of the order networks ܱ ௜ܰሺ1 ൑ ݅ ൑ ݊ሻ is to 
compute the order of each element ݔ௜ in the input array. The 
selection network’s function, however, is to select and transfer 
to output the element of the input array corresponding to the 
order desired or chosen via the adjustment input. 

1) Order Network 
Let ݔ௜ and ݔ௤be two elements of the input array X. The 

comparison function of ݔ௜ and ݔ௤is defined as follows: 
For iא ሼ1, … . , ݍ െ 1ሽ, 
 

,௜ݔሺ݌݉݋ܿ ௤ሻݔ ؝ ൜ ௤ݔ ݂݅      1 ൒ ௜ݔ 
 ݁ݏ݅ݓݎ݄݁ݐܱ      0

 
 

؝  ߶்ሺݔ௤ െ  ௜ሻ                             (4)ݔ
 
For ݅ א ሼݍ ൅ 1, … , ݊ሽ, 
 

,௜ݔሺ݌݉݋ܿ ௤ሻݔ ؝ ൜ ௤ݔ ݂݅      1 ൐ ௜ݔ
 ݁ݏ݅ݓݎ݄݁ݐܱ       0

 
 

؝ ߶்ሺെ߶்ሺݔ௜ െ  ௤ሻ                          (5)ݔ
 

The order of any element ݔ௤ in the input array X may be 
given by the following order function. 
 

,௤ݔሺ݀ݎ݋ ܺሻ ؝ ෍ ,௜ݔ൫݌݉݋ܿ ௤൯ݔ
௜ழ௤

൅ ෍ ,௜ݔሺ݌݉݋ܿ ௤ݔ
௜வ௤

ሻ ൅ 1 

؝ ∑ ߶்ሺݔ௤ െ ௜ሻ௜ழ௤ݔ ൅ ∑ ߶்ሺെ߶்ሺݔ௜ െ ௤ሻ௜வ௤ݔ ൅ 1  (6) 
 

The network for computing the order function is shown in 
Fig. 1 this network is denoted as ON௤.  

2) Construction of Selection Network  
The function of the selection network is to select from 

among the elements of input array X the element 
corresponding to the order fixed by the adjustment input and 
to transfer it to output. This network is composed of n equality 
sub-networks, ESN, followed by a linear neuron. 

a) Equality Sub-Network 
The equality sub-network ESN determines whether the 

order of an element is equal or not to a given number K. The 
number K (1൑ ܭ ൑ ݊) is fixed via the adjustment input. 

 
Fig. 1 The Order Network 

 
The function computed by the equality sub-network ESN is 

defined as follows: 
For all ݔ௜and 1൑ ܭ ൑ ݊, 
 

,௜ݔሺ݀ݎ݋ሾݍ݁ ܺሻ, ሿܭ ؝ ቄ1 ݂݅ ܱ݀ݎሺݔ௜, ܺሻ ൌ ܭ
݁ݏ݅ݓݎ݄݁ݐܱ               0

             (7) 
 

,௜ݔሺ݀ݎ݋ሾݍ݁ ܺሻ, ሿܭ ൌ ߶்൫െ߶்ሺ݀ݎ݋ሺݔ௜, ܺሻ െ ݊ െ 1ሻ െ
߶்ሺ݊ െ ,௜ݔሺ݀ݎ݋ ܺሻ െ 1ሻ൯                          (8) 

 
where ߶்is defined in (3). 

The equality network EN consists of three threshold logic 
neurons as shown by the diagram in Fig. 2. 

 

 
Fig. 2 Equality sub-network ESN 

 

 
Fig. 3 Selection Network SN 
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b) Selection Network 
The selection network is shown in Fig. 3 and is denoted as 

SN, it detects and transfers only the appropriate element 
whose Order equals K to output. 
 

 :௧௛ largest element of the input array Xܭ ሺ௄ሻis theݔ
 

ሺ௄ሻݔ ൌ ∑ .௜ݔ ,௜ݔሺ݀ݎሾܱݍ݁ ܺሻ, ሿ௡ܭ
௜ୀଵ                          (9) 

 
AMAXNET is shown in Fig. 4, where the adjustment input 

determines which order statistic is to appear at the output. The 
network illustrated in Fig. 4 consists of two kinds of neurons 
arranged in six layers. 

The number of neurons in AMAXNET for input size n is 
ଷ
ଶ

݊ଶ ൅ ହ
ଶ

݊ ൅ 1. 
There are six layers of neurons in AMAXNET, thus the 

total processing time is six times the processing time of a 
single neuron. As the number of elements of the input array 
increases, only the number of neurons in each layer increases, 
not the number of layers themselves. Therefore, AMAXNET’s 
total processing time remains constant irrespective of the 
number of elements in the input array. 

 

 
Fig. 4 The adjustable MAXNET, AMAXNET 

III. POINT-TO-POLYHEDRON COLLISION DETECTION 
This section will be devoted to the collision detection 

between a point and a polyhedron.  
In this research we are interested in a class of objects which 

can be approximated by convex polyhedra, the objects in 
question may have the shape of digital images (composed of 
thousands of pixels), material objects (vehicles, Robots ...) or 
virtual objects...  

To better view the illustrations on convex polyhedra, it is 
easier to consider convex polygons, taking into account that an 
arbitrary transverse plane of a convex polyhedron is a convex 
polygon.  

All the illustrations put into this paper on convex polyhedra 
are drawn as convex polygons. 

A convex polyhedron is the intersection of n half planes 
bounded by corresponding field.  

We assign to each of the n planes, which limit the 
polyhedron, a Cartesian coordinate system (Fig. 5). 

The x-y coordinate system of a plane corresponds to the 
boundary; the z-axis is oriented in the direction normal to the 
surface (toward the outside of the object).  

 

 
Fig. 5 Polygon bounded by N surfaces 

 
Any arbitrary point is represented as a 3-D vector as:  
 

P=ൣ݌௫, ,௬݌ ௭൧்݌
                            (10) 

 
It can be expressed either in the global Cartesian 

coordinates or in the boundary coordinate frames. To 
distinguish the representation of a point relative to a 
coordinate system, one may use the subscript "n" to indicate 
that the vector is expressed in the nth frame (attached to the 
nth boundary plane).  

When the point is expressed with respect to the global 
coordinate frame, the subscript "n" will be omitted by default. 
According to the theory of geometric transformation, ݌௡ is 
connected to p by the following relationship: 

 
௡݌ ൌ ܴ௡݌ െ    ௡                            (11)ݐ

 
where ܴ௡ א Թଷ ൈ Թଷ is a rotation matrix, ݐ௡ א Թଷ is the 
distance between the two origins of the two coordinate frames 
[2]. 

The x-y plane of a coordinate frame cuts the whole space 
into two parts. One half of the space is characterized by a 
positive z coordinate. This half-space does not contain the 
given polyhedron. The other half of the space is characterized 
by negative z coordinate, wherein the given polyhedron lies. 
Thus, only the z-coordinates are of interest in this study.  

Equation (11) can be simplified as follows: 
 

௡௭݌ ൌ ௡ݖ
݌் െ  ௡௭                          (12)ݐ

 
whereݖ௡

்is the last row of the rotation matrix ܴ௡.  
It is assumed that the n polyhedron has given shots, ݌௡௭is 

obtained for 1 ≤ n ≤ N. 
 ௡௭is the expression of p in the coordinate system݌

connected to the boundary plane ‘n’. In order to better mimic 
the relationship p to ݌௡௭, we will proceed to the construction 
of p_݌௡௭network in order to transform p to ݌௡௭.  
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This network will have as input the vector p=ൣ݌௫, ,௬݌  ௭൧and݌
as output the ݌௡௭ measure.  

Below the diagram of the network p_݌௡௭ proposed: 
 

 
Fig. 6 Architecture of the network p-pnz 

 
The following observations are essential for the rest of the 

study: 
• If any one of ሼ݌௡௭ሽ௡ୀଵ

ே is positive, in this case there is at 
least one boundary plane between the point P of the 
convex polyhedron. Thus the point P lies outside the 
polyhedron.  

• On the other hand, if P is inside the convex polyhedron, 
then ݌௡௭ ൑ 0 for all p א [1, N].  

On this basis, we define the following indicator: 
 

௭כ௡݌ ൌ maxଵஸ௡ஸேሼ݌௡௭ሽ                           (13) 
 

The collision between the point P and N surfaces of the 
polyhedron may be identified as follows: 
• If݌௡כ௭ ൐ 0, then collision free 
• If݌௡כ௭ ൑ 0, then collision occured, return direction vector 

  .כ௡ݖ

IV. COLLISION DETECTION BETWEEN TWO POLYHEDRA 
Compared to the identification of a collision between a 

point and a polyhedron, it is more complex to identify a 
possible collision between two polyhedra. On basis of the 
previous section, a new measure of collision detection is 
introduced in the following. 

 

 
Fig. 7 Collision detection between polygon A and B 

Fig. 7 illustrates perfectly the principle of our study, where 
two convex polygons are labeled A and B. 

The numbers of boundary surfaces for the two polygons are 
denoted by ஺ܰ and ஻ܰ, and the Z axes of the boundary frames 

are denoted by ቄݖ௡
ሺ஺ሻቅ

௡ୀଵ

ேಲ
 and ቄݖ௡

ሺ஻ሻቅ
௡ୀଵ

ேಳ
, respectively. The 

corresponding thresholds sets are given by ቄݐ௡
ሺ஺ሻቅ

௡ୀଵ

ேಲ
 and 

ቄݐ௡
ሺ஻ሻቅ

௡ୀଵ

ேಳ
. A neural network can be programmed to identify a 

collision between a moving point P and the polygon B. The 
indicator ݌௡כ௭ and its direction index n * in Eq. 13 are 
functions of vector P. For this reason, they should be denoted 
explicitly as ݌௡כ௭ሺܲሻ and n*(p). The new measure of collision 
detection is given by a constraint mini-maximum. 

 

௡ܲכ௭
כ =inf௣א஺ሼ݌௡כ௭ሺܲሻሽ=inf௣א஺ቄmaxଵஸ௞ஸேಳൣݖ்݌௞

ሺ஻ሻ െ ௞ݐ
ሺ஻ሻ൧ቅ(14) 

 
௡ܲכ௭
כ  Differs from ݌௡כ௭by the superscript “*”. It is the 

indicator of כ݌ א  which has the smallest value in relation to ,ܣ
indicators of any other points belonging to polygon A. In this 
paper, כ݌ is called the ‘mini-maximum’ point.  

The positive value of ௡ܲכ௭
כ tells us about the fact that there is 

no point of the polyhedron A belonging to polyhedron B. 
Therefore, the two polygons do not contact nor collide with 
each other. If any part of the polygon A overlaps with a part of 
polygon B, as illustrated in Fig. 8. 

 

 
Fig. 8 Collision between two convex polyhedral A and B 

 
There must exists at least one point݌଴which belongs to both 

polygons. Since݌଴is inside polyhedron B therefore: 
 

଴ሻ݌௭ሺכ௡݌ ൌ maxଵஸ௞ஸேಳൣ݌଴
௞ݖ்

ሺ஻ሻ െ ௞ݐ
ሺ஻ሻ൧ ൑ 0      (15) 

 
A collision between polygons A and B may be defined as 

follows: 
• If ௡ܲכ௭

כ ൐ 0, then collision free 
• If ௡ܲכ௭

כ ൑ 0, then collision occured  
The constraint mini-maximum ௡ܲכ௭

כ is called a pseudo-
distance between polygons A and B. Its extension to 
polyhedra is rather straightforward. Mathematically, ௡ܲכ௭

כ is 
different from the Euclidean distance ݀஺஻measuredbetween x-
y as shown in Fig. 7. The difference between ௡ܲכ௭

כ  and݀஺஻does 
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not affect the identification of collision or the generation of a 
collision free path. 

V. CONSTRUCTION OF COLLISION DETECTION NETWORK 
The cornerstone of this study is the construction of the 

neural network DCNN of identifying a possible collision 
between two convex polyhedra through an algorithm to 
calculate the minimum distance between two polyhedra. To 
take advantage of parallelism and to minimize the complexity 
of the algorithm, we choose to use neural networks. After 
having explained in the preceding sections all networks, 
subnets, and neurons that are related to the construction of 
DCNN network, we will show below the architecture of the 
network in question: 

 

 
Fig. 9 Architecture of the network DCNN 

 
DCNN has as input the vectorsܲሺ௡ሻ (P belong to polygon 

A), using the obtained network p_݌௡௭, we obtain ݌௡௭ for n � 
[1, ஻ܰ] which means the expression of P in the coordinate 
system connected to the plane defining the boundaries of the 
polygon B. Then through the AMAXNET with the adjustment 
input K=1, we receive݌௡כ௭

ሺ௡ሻpoint representing the distance 
between the ݄݊ݐכ plane and the point P. The AMAXNET with 
the adjustment input K= ஺ܰ which has as entry the indicator 
௭כ௡݌

ሺ௡ሻ for ݊ א ሾ1, ஺ܰሿ give us as output the quantity 
௡ܲכ௭
כ which denotes a pseudo distance between polygons A and 

B. Finally, by using the threshold logic neuron߶், we obtain 
as output a binary result that informs us about the fact that 
there is a collision or not (1 means that there is no collision 
between A and B, 0 means that there is a collision between A 
and B). 

VI. CONCLUSION 
Through this study, we proposed a neural network in a fixed 

time to resolve the problem of collision detection between two 
convex polyhedra. Our network uses two types of neurons, 
linear and threshold logic ones. Among all neurons proposed 
in the literature, they are probably the easiest to implement. 

The objective of this research is to determine the directions 
of the collision forces and the points on which the collision 
forces act. Instead of defining a potential function, a new 
collision detection measurement is inserted with a simple 

algorithm in fixed time. The proposed algorithm is suitable for 
implementation of neural networks using primitive elements 
of circuits, such as analogue integrators or linear operational 
amplifiers. The neural system does not require traditional 
CPU, memory chips or clock synchronization. 

This network provides a very simple configuration, which 
avoids problems caused by poor precision in the 
implementation of connection weight values. 

In addition, the network architecture is proper and simple, 
the connection strengths between neurons are all fixed, and 
most of them are equal to +1 or -1. This will greatly facilitate 
the actual hardware implementation of the project using the 
VLSI technology. 
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