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Abstract—Wireless mobile communications have experience@ervice quality can be maintained at a level sintitawhich

the phenomenal growth through last decades. Theanagg in
wireless mobile technologies have brought abouéraahd for high
quality multimedia applications and services. Fochs applications
and services to work, signaling protocol is recpliifer establishing,
maintaining and tearing down multimedia sessionse TSession
Initiation Protocol (SIP) is an application layegreling protocols,
based on request/response transaction model. Hper ronsiders
SIP INVITE transaction over an unreliable mediuigs it has been
recently modified in Request for Comments (RFC)&082 order to
help in assuring that the functional correctnesthisf modification is
achieved, the SIP INVITE transaction is modeled analyzed using
Colored Petri Nets (CPNs). Based on the model aiglyt is

concluded that the SIP INVITE transaction is frédiwelocks and

dead codes, and in the same time it has both désirand

undesirable deadlocks. Therefore, SIP INVITE tratisa should be

users have come to expect. Different multimediaiegions

have very diverse Quality of Service (QoS) requiats. In a
wireless environment, users are mobile and movevdmat

wireless technologies where the available resouapescarce
and dynamically change over time. Under these ¢immdi it

is difficult to provide any QoS guarantees. The Qofic

therefore remains the most important issue to Izt ééth in

the design and development of multimedia applicatiand
services.

For such applications and services to work, sigwgali
protocol is required for establishing, maintainiaigd tearing
down multimedia sessions. A number of different
communities put forward solutions, each coloredhgir own

subjected for additional updates in order to gl'atmundesi_rable priorities and interests. The Internet Engineefiagk Force

deadlocks. In order to reduce the cost of implementation an¢ieTr) offered Session Initiation Protocol (SIP),[@hich is
maintenance of SIP, additional remodeling of thé SNVITE based 9 ¢ ti del. Baatt

transaction is recommended. ased on request/response transaction model. ion

consists of a client request that invokes a pddiamethod on

Keywords—Colored Petri Nets, SIP INVITE, state space, deal® Server and at least one response. Two main SIP

marking transactions are defined in Request for CommentC)R

3261, the INVITE transaction for setting up a sessand the

|. INTRODUCTION non-INVITE transaction for maintaining and tearidgwn a

IRELESS mobile communications have experienced th€SSION- o
thenomenal growth through last decades [1]. Tre fir !N this paper, the INVITE transaction is chosen e
decade can be characterized by simple circuit-tetiservice considered since it has been recently modified HCF5026
voice, using Global System for Mobile (GSM) [3]. In order.tp hglp in assuring that the funcabnorrgctngss
communications or Code Division Multiple Access (@B) of this modification is achleved, the INVITE tragsan is
standard, and rapid adoption of services based loort S Modeled and analyzed using Colored Petri Nets (PN
Message Service (SMS). While the second decadeées analysis of performance prqpertles is beyonc_i |t:pecS|_nce
driven by the initial adoption of Internet Protoc®)-based CPNS are successfully applied as the modeling aatyzing
packet services, using low-rate General PacketcRadivice 2PParatus in many research areas, functional pfepeof
(GPRS) or CDMA2000 radio access networks, the nelNVITE transaction are investigated using well-deped
decade of evolution will see rapidly increasing rabbile Software tool, the CPN Tools [4]. However, to ouesb
broadband services, using High Speed Packet A¢eigRA), knowledge, only a few papers on analyzing SIP usifti\s
Worldwide Interoperability for Microwave Access (WAX), —have been published [5, 6, 7, 8]. CPNs have beed tor
or Long-Term Evolution (LTE) radio access networks. verlflcatlon of the INVITE transaction when the med is

These advances in wireless mobile technologies ha(@liable [5] and unreliable [6]. . .
brought about a demand for high quality multimedia |"€ Paper is organized as follows. In Section Isiba
applications and services. The important issuevs the principles of SIP protocol, and therefore, INVITEeat and
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server transactions are
4 Modeling methodologies and tools. CPN model of SIP

introduced. Section [l s@més

INVITE transaction over the unreliable transportdmen is
described in Section IV, while the Section V gitee CPN
model analysis. Section VI concludes this paper.

1. SESSIONINITIATION PROTOCOLOVERVIEW

SIP is an application layer signaling and mobibiypport
protocol that can establish, modify, and termirmatdtimedia
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sessions such as Internet telephony calls [2].slthot a
vertically integrated communications system, buthea a
component that can be used with other IETF prostmbuild
a complete multimedia architecture. Therefore, 8iBuld be
used in conjunction with other protocols, such las Real-

time Transport Protocol (RTP), the Real-time Striegm
Protocol

Protocol (RTSP), the Media Gateway Control
(MEGACO), and the Session Description Protocol (D
order to provide complete services to the usethpagh its
basic functionality and operation does not depemdaioy of
these protocols.

SIP is structured as a four-layer protocol, whiosams that

its behavior is decoupled in terms of a set of lyair

independent processing stages with only a looseplicmu
between each stage (Fig. 1) [9]. The lowest laye3IB is its
syntax and encoding. Its encoding is specified gisam

augmented Backus-Naur Form (BNF) grammar. The skcon

layer from bottom to top of the structure is thensport layer,
and it is contained by all SIP elements. This lagescribes
how a client sends requests and receives resparsgsiow a
server receives requests and sends responsesewvegttvork.
The layer above the transport layer is the tramsadayer,
which handles application-layer retransmissionsichiag of
responses to requests, and application-layer titeewdnen
setting up and tearing down a session. On topaofstction
layer is a layer called transaction user (TU). Tiwerth layer
creates and cancels SIP transactions, and utikeegices
provided by the transaction layer.

Among all SIP layers, the transaction layer is thest
important, since SIP is a transaction-oriented qaralt that
carries out tasks through different transactiopec8ically, a
SIP transaction consists of a single SIP requessaye and
any SIP response messages to that request, wiicidénzero
or more provisional SIP response messages, andomare
final SIP response messages (Table I). Transactiane a
client side and server side. The client side isskmas a client
transaction and the server side as a server triémsd2]. The
client transaction sends the request and the saaesaction
sends the response. The purpose of the clientattian is to
receive a request from the element in which thentliis

( Transaction User (TU) )
A

Request Response

( Transaction Layer )
¢ A

Transport Layer
( Syntax and Encoding )

A

Fig. 1 Layered SIP structure

Legend: SIP (Session Initiation Protocol).

TABLE |
SIP RESPONSEMESSAGES
RESPONSE FUNCTION
1xx Provisional — The request was received, but nbt ye
accepted
2%x Success — The request was received successfully an
accepted
Redirection — A further action is required to coetpl
3xx
the request
4Axx Client Error — Bad syntax found in the request
5xx Server Error — The server failed to answenéupiest
B6XX Global Failure — No server can answer the request

Legend: SIP (Session Initiation Protocol)

A.INVITE Client Transaction

The INVITE client transaction is defined in [2] ogi state
machines and its modifications are presented in [3]is
created by TU at the client side. The transactiser creates
the INVITE client transaction when it wants to iaie a
session. Then it forwards an INVITE request to the
transaction. As shown on Fig. 2(a) the INVITE ctien
transaction can enter five different states: CHlling, (2)

embedded, and reliably deliver the request to aveser proceeding, (3) Accepted, (4), Completed, and (5)Terminated.

transaction. The purpose of the server transacion receive
requests from the transport layer and deliver therthe TU
and also, to accept responses from the TU andeddliem to
the transport layer for transmission over the netwdhere
are two types of client transactions, dependinghenmethod

The initial Calling state is entered when the INVITE client
transaction is created. The transaction delivees IMVITE
request generated by its TU to the transport |afgar
transmitting to the server side, and starts Timéit Bontrols
transaction timeouts). Timer A is started onlyif @nreliable

of the request passed by TU. One that handles IBVITyansport is being used (it controls request refrEssions).

requests is an INVITE client transaction, and aeottype,
which handles all requests except INVITE and ACKnon-
INVITE client transaction. As with the client trations, we
distinguish INVITE and non-INVITE server transactso

When the INVITE client transaction is in the initi@alling
state, it can cause the occurrence of six eveirstlyg Timer

A may fire, forcing the transaction to reset thedi and
retransmit the INVITE request. Then, Timer B carefi
thereby causing the transaction to change itsairstate to the
Terminated state. When transport layer fails to send an
INVITE request over the network, i.e. transportoeroccurs,
the transaction enters tAierminated state and informs its TU.
In case of receiving a provisional response (1xtje
transaction forwards the response to its TU ancerenthe
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Proceeding state [6]. When a final success response (2xx) &dditionally, the server transaction remains in Ereceeding
received, i.e. the INVITE request is accepted leygerver, the state if it receives an INVITE request retransndittey the
transaction informs its TU about the response aridre the client transaction. In that case, the server treima
Accepted state. On the other hand, when a final non-successtransmits the provisional response that it presipreceived
response (300-699) is received, i.e. the INVITEuex is from its TU. When transport layer fails to sencegponse, i.e.
received, but not accepted by the server, the ddiim® transport error occurs, the server transaction msnm the
forwards the response to its TU, creates an ACKegithe Proceeding state and informs its TU. When the TU on the
ACK to the transport layer, and finally enters tbempleted server side forwards a final success response (Bxxhe
state. server transaction, the transaction delivers tsponse to the

When the transaction is in throceeding state it can transport layer for transmission and entersAbespted state.
receive any number of provisional responses (lirkdrm its  Retransmissions of the 2xx response are handletiLhynot
TU about the response and remain in Breceeding state. by the server transaction. On the other hand, whermrU on
Also, it can receive a final success response (Zexjvard it the server side forwards a final non-success resp@8a00-
to its TU and enteAccepted state, or receive a final non- 699) to the server transaction, the response igedetl to the
success response (300-699), pass through the pshyvio transport layer for transmission and the servensgation
mentioned procedure and enter @ampleted state. enters th&Completed state.

The purpose of theAccepted state, which presents the The purpose of theAccepted state, which presents the
correction of INVITE client transaction according RFC modification of INVITE server transaction accorditgg RFC
6026, is to allow the client transaction to conérto exist to 6026, is to absorb retransmissions of an acceffddTE
receive and pass to its TU any retransmissionshef 2xx request. Any such retransmissions are absorbekniiithin
response. When this state is entered, Timer M beistarted. the server transaction. While in this state, if Tdswards a
This timer reflects the amount of time that the Wil wait for ~ 2xx response, the server transaction must delherdésponse
retransmissions of the 2xx responses [3]. When Tivhéires, to the transport layer for transmission. Any ACksaived
transaction enters therminated state. from the network while in théccepted state are forwarded

On the other hand, the purpose of @@rnpleted state is to directly to the TU and not absorbed. Timer L igtstéh when
soak up 300-699 responses retransmitted by thersafithen the Accepted state is entered. This timer reflects the waiketim
the transaction enters this state, Timer D musitheged. This for retransmissions of 2xx responses [3]. When Tilméres,
timer reflects the wait time for 300-699 responséransaction enters therminated state.
retransmissions. Before Timer D expires (the clteamsaction Once the transaction enters tBempleted state, Timer H is
enters theTerminated state), if any 300-699 response isstarted. This timer determines when the serverstretion
received, the transaction creates and sends an A@K abandons retransmitting the response [2], and vithexpires
remains in theCompleted state. Also, in case of a transportthe server transaction enters ffeeminated state. Also, if the
error while the transport layer is sending an ACH#e transport media is unreliable, Timer G is startedbider to
transaction enters thkerminated state. control the time for each retransmission of the -800

Finally, the instant the client transaction entdi®e response it previously received from its TU whike the
Terminated state, it must be destroyed in order to guaranté®oceeding state. While in this state, if an INVITE request
correct operation [2]. retransmission is received, the transaction delivéne

B.INVITE Server Transaction response to the transport layer for retransmisstiherwise,

o ) ] ) if an ACK is received, the transaction enters @aafirmed
The INVITE server transaction is defined in [2]ngistate  giat0.

machines, and its modifications are presented jn If3is The purpose of theConfirmed state is to absorb any
created by TU on the server side when it receiveB\¥ITE  5qgitional ACK messages that arrive, triggered from
request. The INVITE server transaction generatéiyng retransmissions of the final response. When thigesis
(100) response unless it knows that the TU willegate a gontered, Timer | is started. Once timer | firese therver
provisional or final response within 200 ms. This\psional transaction enters thkerminated state [2].

response is needed to quench request retransngssipilly  The |NVITE server transaction must not discard seation

in order to avoid network congestion. As shown @ B(b) - state based only on encountering a non-recoveteisport
the INVITE server transaction can enter five diier states: grror when sending a response. Instead, the assbcia
(1) Proceeding, (2) Accepted, (3) Completed, (4) Confirmed, |Nv|TE server transaction state machine remairissicurrent
and (5)Terminated. state. This allows retransmissions of the INVITE be

Initially, the INVITE server transaction enters thezpsorbed instead of being processed as a new tegods
Proceeding state when it is created. While in tReoceeding presents additional modification [3].

state, several different events can occur. Theséetion can Finally, once the server transaction enters Tagminated

forward any provisional responses (101-199) gerdray its state, it is destroyed by the TU immediately [2].
TU to the transport layer and remain in fPreceeding state.
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INVITE from TU INVITE

INVITE it
Timer A fires sen Timer B fires 2::: %\é :?;rl.lleon‘t in 200 ms
Reset A, or Transport Err. INVITE
INVITE sent inform TU send

Calling 100-199 from TU
send response
2xx "
2xx to TU Proceeding
300-699 1xx Transport Err.
ACK sent 1xx to TU Inform TU

resp. to TU
300-699 from TU 2xx from TU
\ send response send response

1xx R
1xx to TU Proceeding
INVITE Transport Err.

| I INVITE v Tim:r H fires v Inform TU
sen

» send response
300-699 2xx ACK
ACK sent 2xxto TU Accepted toTU
resp. to TU Completed
Y \4

Transport Err. ACK
Completed Inform TU Accepted - 2xx from TU
send response

Transport Err.
Inform TU "
Confirmed
300-699 '-I'|mer D fires '-I'|mer M fires 2%x
ACK sent 2xxto TU
Timer H fires Timer | fires Timer L fires
Yy vy A4
Terminated [« »| Terminated |«
(a) INVITE client transaction (b) INVITE server transaction

Fig. 2 State machines defining SIP INVITE transaictccording to RFC 6026
Legend: ACK (Acknowledgment), RFC (Request for Cants), SIP (Session Initiation Protocol), TU (Traet®n User).

1. Pis afinite set of Places.

IIl. MODELING METHODOLOGIES ANDTOOLS e Iy
) ) . 2. Tis afinite set of Transitions.
Modeling always precedes system implementationaumee 3. Ais a finite set of Arcs such that:
it provides visualization of an entire system, asseent to PAT=PAA=Tn A=0. )
different options, and communication with design®ren 4. Nis a set of Token.

clearly before taking on the risks of actual camsiion. As a

protocol, SIP can be modeled in two ways. The fingthod  There are two forms of Petri Nets: ordinary PetetdNand

models the protocol itself, and thereby, focuses acat high level Petri Nets.

flowing, states while running and timer mechanisnibe

second method puts a protocol into a network enwirent ~ B.Colored Petri Nets

and tests the whole network, interactions betweferent Colored Petri Nets belong to high level Petri Néts, they

protocols and evaluates performances [8]. combine the graphical components of ordinary Rts with
Since this paper aims to assure the functionakctmess of the strengths of a high level programming languagaking

the modified SIP INVITE transaction, i.e. the pragbitself, them suitable for modeling complex systems, such

Colored Petri Nets are chosen as a suitable magdelidistributed and concurrent processes with both leypmous

methodology and CPN Tools [4] as an adequate stipgor and asynchronous communication. A formal definitioh

tool suite. Colored Petri Net (CPN) is:

A P.et“ Nets ) B Definition 2:

Petri Nets are presented by Carl Adam Petri dutiig In a formal way, A CPN is a tuple [11]:
Ph.D. thesis in 1962 [10]. A Petri Net is a graphiand CPN :(Z PTANCGE |) )
mathematical tool to verify systems and protocdls. a o s

. . - : In the tuple,

mathematical form Petri Net is like algebra anddagubject, 1 is a finite set of non-empty tvoes. also calletb
while in graphical form it is like flowchart and tmeork ) szets Pty types,

diagram. A formal definition of Petri Net is:

L } 2. Pis afinite set of Places.
Definition 1: 3 Tis a finit t of Transition
In a formal way, A Petri Net is a tuple [11]: ) IS atinite set o Jransitions. .
PN = (P T A N) 1) 4. Ais a finite set of Arcs such that:
e PAnT=Pn A=Tn A=0. (4)

In the tuple, 5. N is a node function. It is defined fro into “colored

as
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overarcs’"PxT OT n P.
Cis a color function. It is defined frominto ) "token”.
7. G is a guard function. It is defined fronT into

o

expressions such that: “Boolean function with
probability”
0tOT : [Type(G(t) = BC Typelvar (G(t) 0 ] (5)

8. Eis an arc expression function. It is defined frénnto
expressions such that: i.e. (chdackn)

Da0 A: [Type(E(a)) = C(p),s OTypelvar(E(a)) O =] (6)
, whereP is the place ofi(a).

9. | is an initialization function. It is defined from into
closed expression such that

Op 0P : [Type(l (p)) = C(p)us]-

C.CPN Tools

CPN Tools is a tool suite for editing, simulatistate space
analysis, and performance analysis of CPN mode2}. [A
CPN model of a system is an executable model reptieg
the states of the system and the events that case cthe
system to change state. In other words, CPN maosleh i
resulting model of combining Petri Nets, which pdwsthe
graphical notation and basic primitives, and presip
mentioned high level programming language Standétd
which provides the primitives for the definition déta types,
describing data manipulation, and for creating cachp
models.

Regarding the graphical notation, the states ofsystem
are presented with nodes called places (ellipsesiroles),
while the events are presented with the nodesdccabsitions
(rectangular boxes). In order to constitute a rteticture,
places and transitions must be connected with abeurof
directed arcs. The CPN model contains textual ipgsons
next to the places, transitions and arcs. The ijptsans are
written in CPN ML programming language which is an
extension of the Standard ML language. Each plaeearked
with one or more tokens, which have a data valtechéd to
it. This data value is called token color. When #ystem
performs an action, appropriate transition hasirt®. When
firing, the transition removes tokens from its inplaces (the
places that have an arc directed from place tcsitian) and
adds those tokens to its output places (the pldoashave an
arc directed from transition to place). The colofshe tokens
that are removed and added are determined on secdption
basis.

The CPN Tools is used because it is possible tfoper
investigation of modeled system design and behawiora
simple manner. User interaction with this tool iaséd on
direct manipulation of the graphical representatbthe CPN
model using interaction techniques, while the fiorality of
the tool can be extended with user-defined Standétd
functions [12].

()

IV. CPNMODEL OF SIPINVITE TRANSACTION

following two are new and
modifications of the INVITE transaction made in:[3]

straight translation from state machines to CPN ehothe
following assumptions must be made:

» State machine for the INVITE client transactionegiv
on Fig. 2 shows that the transaction receives an
INVITE from TU and sends it to the transport layer
before it enters th€alling state. Since the transaction
cannot enter any state before it is created,assmimed
that the transaction can receive an INVITE from TU
and send it to the transport layer only when it basn
created and is in th@alling state.

e  State machine for the INVITE server transactionegiv
on Fig. 2 shows that the transaction receives an
INVITE request, forwards it to TU, and must generat
and send 100 Trying response within 200 ms if TU
does not before it enters thH&roceeding state. It is
assumed that the server transaction does not kribw w
TU generate a response within 200 ms, and theredore
new state, called th&yProceeding, must be denoted.
The server transaction enters this state immegiatel
after it is created, and it can only send 100 Tgyin
response while in this state.

*« When an unreliable medium is used as in this paper,

messages may be reordered, and thus, 1xx responses

may arrive at the client side after 2xx and 3xx
responses. It is assumed that when this situagoars,
the client transaction stays in the correspondaie.s

¢ Modeling assumptions related to timers A, B, D,HG,
and | and relations between them are the same[é% in

e Unreliable transport medium is modeled as in [6].

While the previous assumptions are the same a8],riHe

in accordance with the

According to the state machines shown on Fig. Zrwh
the server transaction is in tAecepted state, Timer L
can fire. However, since the purpose of #eeepted
state is to absorb any retransmissions of the INVIT
requests, it is assumed that the Timer L can firlg @
there are no additional INVITE requests on transpor
layer.

* Additionally, according to the state machines sh@an
Fig. 2, when the client transaction is in tAecepted
state, Timer M can fire. Also, since the purposehef
Accepted state is to absorb any retransmissions of 2xx
responses, it is assumed that the Timer M carofifg
if there are no additional 2xx or rlxx responsegten
transport layer.

B. CPN Model of the SP INVITE Client Transaction
Before describing the CPN model of the modified SIP

INVITE client transaction shown on the Fig. 3 sitriecessary to
point out that the model presents the update oStReINVITE
client transaction model in [6] in accordance withdifications
of the SIP INVITE transaction in given in [3].

The INVITE client transaction is modeled with placeamed

Client and No.INVITESent, together with the traiusis

A.Modeling Assumptions

connected to them. The place Client is typed wiblorcset

Since the modeling of SIP INVITE transaction is reot STATECLIENT and its initial marking is callingC (& I). It

10
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models the states of the INVITE client transactidhe place
No.INVITESent is typed with color set INT. It isedto count
the number of INVITE requests that have been tritesinand
retransmitted.

There are six transitions connected to the plagen€ISend
Request, Receive Response, Timer A or B, Timeribel M
and Client Transport Error. The transition SendRstjmodels
how the transaction passes the original INVITE esquo the
transport layer for transmission. This transitisrenabled only
when the Client is marked with callingC and no IN
request has been sent. When this transition fites, place
Client remains marked with callingC.

been passed to the transport layer, based on tHengaf the
place Client, are destroyed, and therefore, not serthe
server side.

C.CPN Model of the SP INVITE Server Transaction

The INVITE server transaction is modeled with pkce
Server and No.r3xx, together with transitions cated to
them. The place Server is typed by color STATESER\4&d
its initial marking is Idle. It models the statetbe INVITE
server transaction. The place No.r3xx is typed witlor set
INT. It is used to count the number of r3xx retraitsed
responses when Timer G fires.

The transition Receive Response models how thentclie TN€ré are six transitions connected to the placeege

transaction receives responses and sends ACKe twatisport
layer. It is enabled only when a response is receand the
place Client is not marked with terminatedC. Wh&qO0r or
r101 response is received, the place Client chaitg@sarking
to proceedingC and no ACK is sent to the transpger. Else,
if r2xx response is received, the place Client geanits
marking to acceptedC and, also, no ACK is sentéaransport
layer. Otherwise, if r3xx response is received, flaee Client
changes its marking to completedC and an ACK is &ethe
transport layer. The arc from the transition Reedesponse to
the place Client models the assumption made ordeeag
medium.

The transition Timer A or B models Timer A and Tinge It
is enabled when the place Client is marked withnzgl and an
initial INVITE request is sent (No.INVITESent coira
number equal or greater then 1). The initial maylihthe place
No.INVITESent is 0. When Send Request or Timer ABor
fires, the integer value in No.INVITESent is incremed by 1.
According to the assumptions made in [6], Timera®'tfire
until Timer A fires 6 times, i.e. the INVITE requés sent 7

Receive Request, Send Response, Timer G or H, Timer
Timer L, and Server Transport Error. The transit®eceive
Request models how the server transaction receilies
INVITE or ACK requests. It is enabled when the pl&erver
isn't marked with terminatedS or TryProceeding. Wthikis
transition occurs upon receiving an INVITE requastt when
the place Server is marked with Idle, the places&echanges
it's marking to TryProceeding. In this case, thecé&lee
Request models the operation of the TU insteadhefserver
transaction of receiving an INVITE request from ttent
side. Otherwise, when the place Server is marketh wi
proceedingS, acceptedS or completedS, and recewves
INVITE request retransmitted by the client, the weence of
the transition Receive Request results in sendimgy ri01,
r2xx or r3xx, respectively. Also, another situatismen this
transition models the operation of the TU is whereceives a
retransmitted INVITE request while the place Senisr
marked with acceptedS. When this occurs, the tiansi
Receive Request puts r2xx in the place Responaenig the
place Server marked with acceptedS. Additionallizjlevthe

times. Therefore, when an integer value in the eladlace Server is marked with completedS, if an ACGK i

No.INVITESent is less than 7, Timer A can fire atitk
marking of the place Client isn't changed, but th&/ITE
request is sent to the transport layer. Else, TiBheccurs and
the marking of the place Client is changed to teat®@dC, but
no INVITE request is passed to the transport layer.

The transition Timer D is enabled only when thecpla
Client is marked with completedC. The occurrencetto$
transition changes the marking of the place Cli¢ot
terminatedC.

The transition Timer M is enabled only when thecpla
Client is marked with acceptedC and there are R 02 rixx
responses left in the place Response. The secartition for
occurrence is modeled using the anti-place ofictett model
of the SIP INVITE transaction, which counts the roem of
responses in the place Response. The restrictimodeled as
in [6]. These restrictions are made to avoid stspace
explosion and losing generality.

The Client Transport Error transition is enabledewtihe
Client is marked with callingC or completedC. ltscarrence
changes the Client’'s marking to terminatedC. Whereaor
occurs on the transport layer, the INVITE or ACKattthas

received, the occurrence of Receive Request chatiges
Server marking to confirmedS. In any other situatithe
transition Receive Request doesn’'t change the mgrdd the
place Server.

The transition Send Response models how the server
transaction sends the response. It is enabled whieemplace
Server is marked with TryProceeding and proceedingsen
this transition occurs, r101, r2xx or r3xx respors@ut into
the place Response, which is presented with treipteon of
the arc from the Send Response to the place Respdhs
marking of the place Server is then changed togmdingS,
acceptedS or completedS, respectively.

The transaction Timer G or H models Timer G ande€Fir. It
is enabled when the place Server is marked withptziedS.
According to the assumptions made in [6], Timer &h'cfire
until Timer G fires 10 times, i.e. the r3xx respwns sent 10
times. Therefore, when an integer value in theepldo.r3xx is
less than 10, Timer G can fire and the markindgpefilace Server
isn't changed, but the r3xx response is sent tdrémsport layer.
Else,

11
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Client

Transport Error|

[ce=callingC orelse)
co=completedC]

If (cc=callingC) then 1'INVITE else 1'ACK

[a=0]

Lose REQ

Send Request

terminatedC )
calling

callingC

callingC

completedC
Iermm
«ermmV

acceptedC

If a=7 then [a>=1]
terminatedC

else callingC

1callingC
STATECLIENT

If ((co=completedC) analso (res=r100)
orelse (res=r101)) then completedC

else if ((cc=acceptedC) analso (res=r100)
orelse (res=r101)) then acceptedC

else case res of 1100 => proceedingC

| 1101 => proceedingC

| r2xx => acceptedC

| 3xx => completedC

]ﬁceive

If res=r3xx
then 1'ACK
else empty

If a<7 then
TINVITE
else empty

RESPONSE

@;Ohoc <

A

[ss<>TryProceeding andalso ss<>terminatedS]

v req
INVITE N req Receive
»( Request >
\_/ | Request | if(req=INVITE) andalso
REQUEST y (ss=proceedingS)) then 1'r101

If ((req=INVITE) andalso
(ss=TryProceeding))

then proceedingS

else if ((req=ACK) andalso
(ss=completedS))

then confirmedS

else ss

ss

If b=10 then
terminatedS

1b<t0 else completedS

then b+1
elseb

If ss=TryProceeding
then proceedingS
else case re of

1101 => proceedingS
| r2xx => acceptedS

| r3xx => completedS

ss
Ifb<10

then 1'r3xx
else empty

10 INT

Y

ds

else if ((req=INVITE) andalso
(ss=acceptedS))

then 1°r2xx

else if (req=INVITE) andalso
(ss=completedS))

then 1°r3xx

else empty

terminatedS

Timer |

confirmedS

acceptedS

If ss=TryProceeding then 1'r100 else 1're [

Send

Response |

[cc<>terminatedC]

res

Lose RES

Response

[ss=TryProceeding orelse ss=proceedingS]

If ss=proceedings then 1'r101
else if ss=acceptedS then 1°r2xx
else if ss=completeds then 1'r3xx else empty

[ss<>TryProceeding andalso
ss<>terminateds)

Server

Transport Error|

Fig. 3 CPN model of modified SIP INVITE transaction
Legend: CPN (Colored Petri Net), SIP (Sessiondtidn Protocol)

TABLE Il
DECLARATIONS OFCPNMODEL

colset STATECLIENT = with callingC | proceedingC | acceptedC |
completedC | terminatedC;

colset STATESERVER = with Idle | TryProceeding | proceedings |
accepteds | completedsS | confirmeds | terminateds;

colset REQUEST = with INVITE | ACK;

colset RESPONSE = with r100 | r101 | r2xx | r3xx;

colset Response = subset RESPONSE with [r101 | r2xx | r3xx];
colset INT = int with 0..10;

var cc: STATECLIENT;

var ss: STATESERVER;

var req: REQUEST;

var res: RESPONSE;

var re: Response;

var a,b: INT;

Legend: CPN (Colored Petri Net)

Timer H occurs and the marking of the place Sesvehanged
to terminatedS, but no r3xx response is passeletdransport

layer.

The transition Timer | is enabled only when thecpla
Server is marked with the confirmedS. The occurenicthis
transition changes the marking of the place Sener

terminatedsS.

The transition Timer L is enabled only when thecpl&erver
is marked with accepted S and there are no INVIgglests
left in the place Request. The second conditioméaurrence is
modeled using the anti-place of restricted mod&I&f INVITE

mentioned, these restrictions are made to avoitk stpace

explosion and losing generality.

The Server Transport Error transition is enablecnwthe
Server is marked with proceedings, acceptedS ompleiedsS.
Its occurrence does not change the Server marking t
terminated, according to [3]. When an error occars the
transport layer, the response that has just beintpuResponse
is removed, and therefore, not sent to the seider s

V. CPNMODEL ANALYSIS
The analysis of the CPN model of the SIP INVITE

transaction includes
absence of deadlocks, absence

investigation of propertieschsuas

of livelocks, andnabsof

dead codes. A deadlock is an undesirable termiaté ®f a
system [6]. In terms of CPN model of the systemgdiiecks
appear as dead markings in the state space of duelmA
marking of a CPN model is dead if no transitions enabled
in it [6]. An undesirable terminal state for thePSINVITE
transaction must have either a client or the setnagrsaction
in a state which differs fronTerminated state. However,
besides the undesirable, there is desirable tetrsiate for the
SIP INVITE transaction. This state must have bdhtie, client
and the server transactionsTierminated state, and ideally no
messages left on the transport layer, i.e. in gl&sguest and
Response. A livelock is a cycle of the state spaed¢ once
entered can never be left, and within which no peeg is
made in respect to the purpose of the system f6leims of
CPN model of the system, the absence of liveloskgiven
with the equal number of nodes and arcs in Strongly
transaction, which counts the number of requesthénplace Connected Components (SCC) graph and in the spaiges
Request. The restriction is modeled as in [6]. Asvipusly The absence of dead codes presents absence ofsati are
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specified, but never executed. In terms of CPN modea
system a dead code is shown as a dead transitibie ofiodel.

In order to investigate previously mentioned prtipsr the
state space analysis method of CPNs [12] with tppart of
the CPN Tools [4] is used. This paper analyse<tiPR model
which is restricted using the same principles a$JjnAlso, it
is assumed that the unreliable medium may only desor
messages and no messages are lost, which correspsrtd
analysis of the restricted model without transisidrose REQ
and Lose RES. Analyzing the restricted model witese
transitions is not performed, because behaviohefrhedium
may mask the problems of transaction itself.

The state space report generated by CPN Tools stimaws
full state space has 145240 nodes and 410455 Eabde(l11).
The number of nodes and arcs contained in the S@ghgs
the same as in the state space, which implies theatSIP
INVITE transaction has no livelocks. Also, the repshows
no dead transitions, which implies that the SIP IN
transaction has no dead codes. However, the giate seport
shows there are 18914 dead markings. Only 0.66 & dead
markings represent the undesirable terminal states,the
client or the server transaction is not Terminated state.
Among those 125 undesirable terminal states, 12Aesh are
the states in which the client is in tReoceeding state, and the

server is in theferminated state. This deadlock is caused by?362027-1640 "Knowledge-based network and service
supported by the Ministry of Science,

transport error at the server side, and expiratibifimer L

modified in RFC 6026. Colored Petri Nets are choasran
appropriate modeling methodology. After creatingC&N

model of the SIP INVITE transaction, the analysiscarried
using a restricted CPN model which was more swatdbt
investigating the most scenarios. Based on the hagsysis,
it is concluded that the SIP INVITE transactionfiee of
livelocks and dead codes, and in the same timest thoth
desirable and undesirable deadlocks. Therefore,|I[S\FTE

transaction should be subjected for additional tgslan order
to eliminate undesirable deadlocks.

Modeling and analyzing SIP specification using farm
methods can help in assuring correctness, unantjcamnd
clarity of the SIP protocol. Since a well-defineddaverified
protocol specification can reduce the cost for its
implementation and maintenance, modeling and aisabi®
important steps of the protocol development lifeleyfrom
the point view of protocol engineering. Therefdte need for
additional SIP protocol verification is identifiefinally, the
intention is to remodel future modifications of tH&P
INVITE transaction and perform verification usingnied
CPNs.
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