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Abstract—In terms of ITS, information on link characteristic is an
essential factor for plan or operation. But in practical cases, not every
link has installed sensors on it. The link that does not have data on it is
called “Missing Link”. The purpose of this study is to impute data of
these missing links. To get these data, this study applies the machine
learning method. With the machine learning process, especially for the
deep learning process, missing link data can be estimated from present
link data. For deep learning process, this study uses “Recurrent Neural
Network” to take time-series data of road. As input data, Dedicated
Short-range Communications (DSRC) data of Dalgubul-daero of
Daegu Metropolitan Area had been fed into the learning process.
Neural Network structure has 17 links with present data as input, 2
hidden layers, for 1 missing link data. As a result, forecasted data of
target link show about 94% of accuracy compared with actual data.

Keywords—Data Estimation, link data, machine learning, road
network.

I. INTRODUCTION

S the computing power of personal computers has been

rapidly rising, artificial neural network algorithms, which
were not used due to excessively long operation time, have been
used by many kinds of scientific and engineering researchers
for these days. These Artificial Neural Network (ANN)
algorithms have been broadening its parts with Big Data and
Machine Learning technologies.

Nowadays, ANN is used for development of artificial
intelligence, system control, pattern recognition, medical
diagnosis, regression, management, clustering, data handling.
With the advance of data size and its technologies, ANN can be
used for more parts of engineering and science.

Regarding transportation, ANN algorithms have been
received for more and more fields of study. ANN algorithms
have been used for data handling, regression models, image
analysis, etc. So it can be used for traffic operation, planning,
safety and human behavior.

ANN has many various models that are classified by
functions and structures. For transportation engineering,
Convolution Neural Network (CNN), Recurrent Neural
Network (RNN), Fuzzy Neural Network (FNN) known as
Neuro-fuzzy, Multilayer Perceptron Neural Network (MLPNN)
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are generally used.

The limitation of ANN is data abstracting. ANN should carry
data through abstracting process. These processes are working
as black-box, so relationship between input data and output data
is hard to be proved.

As in [1], Neural Networks (NN), an extremely popular class
of CI models, have been widely applied to various
transportation problems. For operation, [2] uses Time delay
neural network (TDNN), [3] uses FNN. MLPNN is also used
for signal optimization in [4].

In planning, MLP has been widely used for modeling.
References [5]-[7] studied MLP models for travel behavior
analysis, mode choice modeling, trip distribution forecasting.
Also, other ANN models are used actively. ANN models are
also used for accident analysis. References [8], [9] used
MLPNN and FNN to analyze accidents.

ANN models are also used for speed data estimation in many
studies. Zhang and Qi tried simple NN algorithm for forecasting
seasonal and trend time-series data [10]. In [11], Lee studied
link speed estimation method with RNN and compared it with
Kalman-filter and the naive forecasting. As the result, RNN
model for multi-links has higher accuracy than other methods.
Vlahogianni studied MLPNN for forecasting [12]

As wave analysis method, Long Short-term Memory (LSTM)
NN was used for speed estimation in [13]; RNN is also used for
transportation mode detection using mobile devices. Reference
[14] uses RNN-RBM (Restrict Boltzmann Machine) to predict
large-scale transportation network congestion.

This study uses DSRC sensor data of Dalgubul-daero. For
missing link data estimation, RNN is chosen. Because DSRC
data are kinds of time-series data, typical Neural Network
methods are not appropriate to handle DSRC data.

Dalgubul-daero is a central wide road of Daegu Metropolitan
Area, which is southeast of South Korea. Dalgubul-daero has 8
or 10 lanes for 33.58 km length. There are about 37 DSRC
sensors on it. DSRC speed data have 5 minute time interval, so
number of data which are collected per a day is 288. This study
used data from July 21 to 23 of 2016. From these days, 864
samples had been collected from each link. This study uses R
3.4.2 and Rstudio 1.1.383, library package rnn, readr, imputeTS
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for programming.

II. METHODOLOGY

As it is well known, ANN are simulation models inspired by
human brain. It consists with nodes called “neurons”, and
connectors between neurons. If an ANN system has hidden
layers, the learning process of it is called “Deep Learning”.

The structure of ANN is in Fig. 1. Each node has links to
nodes of next step, and each link has its weights. In the learning
process, weights of each link are calculated from data. Data of
nodes on input layer are abstracted step by step and converged
to the output layer.

hidden layers

output layer

input layer {

Fig. 1 Structure of ANN [15]

The process is used to optimize the structure same as follows
[11]:
1. Give initiating random weight to all links; take summation

of each value in the first hidden state.

2. Take sigmoid function, and repeat for next layer. i) and ii)
steps are calling “Feed-Forward Propagation”.

3. When feed-forward propagation steps are completed,
difference between estimated values and observed values
can be taken. And minimize this with “Back-propagation”.

A RNN is an NN with self-connections whose delay is one.
It is very efficient and powerful to handle time-series signals.
In RNN models, a hidden layer with self-connections has the

role of memory that accumulates information over time from an
input sequence [16]. This network can be defined as stacked NN
that is in sequence.

In RNN, the same task is applied to every factor of each step.
Because of this, the output of each step might be influenced by
the previous step. Fig. 2 shows the structure of RNN.

In [17], calculation within RNN process is as follows: When
x; refers input data of time step t, s; is hidden state of time step
t, o; is the output data of time step t, o, can be calculated from
function s, = f(Ux; + Ws;_;). So hidden state of step t-1 can
influence next step t, and this process will be repeated. By this
method, RNN can handle series data very appropriately. With
this characteristic, RNN is mainly used for successive data
handling like time series prediction, speech recognition,
grammar learning, and so forth.

Normally, transportation data like speed, volume, density
have characteristics of time-series data. If the characteristics of
transportation infra of target area do not change, transportation
data of each time step can be assumed to influence the following
step. Therefore this RNN method can be suitable for
transportation data.

In this paper, RNN is used to estimate speed data of missing
link. Speed data of each link can be assumed to affect each other,
and data of each time step can be also assumed to affect next
steps, so RNN is expected to be appropriate for this problem.
For this, data of every target links had been entered as input data
of the learning process.
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Fig. 2 Structure of RNN [17]
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Fig. 3 Locations of Dalgubul-daero links (links with numbering)
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III. APPLICATION

A.Using Data

As described above, this study uses DSRC speed data of
Dalgubul-daero on Daegu Metropolitan Area. Locations of
Dalgubul-daero links are marked in Fig. 3 (using QGIS ver.
2.18.7). Dalgubul-daero has a length of 33.5 km, 8 or 10 lanes
with interrupted flows.

This study use speed data that were collected in July 21-23
2016. Its time interval is 5 minutes for each step. In this study,
link no. 546 was target link to compare observed data and
estimated data. So no. 546 and 18 links that are near to no. 546
were chosen for input data.

B. Data Imputation Process

DSRC sensor writes a datum when a vehicle which has the
on-board device is passing it. Because of this, DSRC data
inevitably have missing values where a vehicle which has no
on-board device is passing by sensor location. When the
learning process is complete, the missing data can be estimated
by RNN estimation process. However, data is input to the
learning process should not have missing data for simple RNN
process. Accordingly, this study takes data imputation process.

Data imputation is carried out by the simple section average
method. The width of the section is 5. This means that the data
from 25 mins before the missing time to 25 mins after the
missing time were used to take the average. The program
package na.ma on R was used to achieve this.

C.RNN Structure

RNN used for this study should have 18 input nodes and one
output node because of its purpose. The model is made to take
speed estimation value of no. 546 from values of 18 links.

With the trial-and-error method, the structure of hidden state
determined as 2 layers, that have 12 and 3 nodes each. In the
same method, other properties of RNN structure were
determined. Table I shows the model structure properties of
RNN used in this study.

The learning process used data from earlier 2 days and 20
hours data as input data. After the learning process is finished,
rest of 4 hours were used for the estimation process. Input and
output data of earlier 68 hours are used to make the RNN
structure. And data of rest 4 hours are used to verify the RNN
structure. For verification of structure, observed data and
estimated data of last 4 hours are compared. From this
comparing, the accuracy of the structure would be calculated.

D.Comparing with Other Statistical Models

To check whether the accuracy of the RNN structure is high
or low, we performed two other statistical estimations. First, the
simple average method which is currently used for link data
estimation in Daegu Metropolitan Area is performed. And the
Generalized Least Square (GLS) method which is known as
more efficient under heteroscedasticity and autocorrelation
state to take linear regression model is performed.

The GLS model and the simple average model was built with
speed data of 4 links, link no. 125, 442, 458, 422 which are
nearest to link no. 546. Link no. 442 and 458 are just before and

after links to link no.546 and link no. 125 and 422 are next.

TABLEI
RNN MODEL PROPERTIES

Property explanation Value

Layer structure of RNN including input,

Layer Structure hidden, output state 18-12-3-1
Batch Size Number of input values which is entered at 5
once
Learning rate Size of interval which is changed at each 001
process
Epoch Number of the learning process iteration 5000
IV. RESULTS

A.RNN Model

As a result, RNN model figures out estimated speed data of
link no. 536, which have about 94.9% of accuracy. The result
that comparing observed data and estimated data is in Fig. 4.

B. Statistical Models

With the same datum, the traditional simple average method
shows 86.2% of accuracy. The GLS models came out as:

Vias = 0.0431V,,5 + 0.2804V,,, + 0.1161V,5q + 0.3858V,,, + 5.7938

This model takes 88.9% of accuracy. Comparing result is on
Table II.

TABLEII
COMPARING RNN AND STATISTICAL MODELS
Method Average Accuracy Explain

Simple Average 94.9% The traditional method
Generalized Least 38.9% 20% advanced accuracy than

Square o0 the traditional method

0,

RNN 86.2% 60% advanced accuracy than

the traditional method

V.CONCLUSION

This paper produced a model with RNN algorithms to
estimate missing speed data. For this, DSRC data from
Dalgubul-daero are used. As a result, the RNN model can
estimate the data fast and with high accuracy and have higher
accuracy than some statistical models.

The models from this paper could make more advanced result
by some follow-up studies. First, the larger dataset can be input
data for this model. The accuracy of machine learning system
can be improved with a larger dataset which have shorter
interval or many days. Second, the optimization of RNN
structure should be performed for faster and more accurate
models. For example, optimized epoch and layer structure can
take more accurate result.

ANN models take high attention to many researchers for its
accuracy and applicability. It is highly expected that ANN
makes improvement of transportation engineering.
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Fig. 4 Comparing Observed data and estimated data (5 mins interval)
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