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Abstract—This paper considers the problem of finding lowtcos

chip set for a minimum cost partitioning of a latggic circuits. Chip
sets are selected from a given library. Each ahithé library has a
different price, area, and I/O pin. We propose & st chip set
selection algorithm. Inputs to the algorithm areetlist and a chip
information in the library. Output is a list of ghsets satisfied with
area and maximum partitioning number and it isesbtiy cost. The
algorithm finds the sorted list of chip sets froninimum cost to
maximum cost. We used MCNC benchmark circuits fqregiments.
The experimental results show that all of chip $etsd satisfy the
multiple partitioning constraints.

Keywords—Ilowest cost chip set, MCNC benchmarkyilti-way
partitioning.

|. INTRODUCTION

S VLSI integration is increased, circuit's complgxis

growing fast. Problem of partitioning large circurto
smaller circuits has become very important. In gaper, we
focus on partitioning problem to find chip set witlwest cost.
Goals for the partitioning are to make chip’s ganti satisfy
area constraint and minimize interconnection betweeach
chip. The reason to minimize interconnection betwedps is
that if the number of interconnections is increaseanbers of
required pins are increased in each chip. Thiseses the size
of entire system and degrades system efficiency.

In this paper, partitioning problem is proposed whariety

of chips of different sizes are given in a librawye focused on
finding a chip set with lowest cost for multi-wagrtitioning.

In chapter 2we define basic definitions. In chapter 3, we

explain suggested algorithm to find most suitabhép cset.
Next, chapter 4 shows the analysis of the experiaheasults.
Finally, conclusion is drawn in chapter 5.

1. BASIC DEFINITION

(Definition 1Y k number of partitioning® = {C4, C,, ... , G},
is done byk's clustersCy, C,, ... , G. At that instant, it gets
relationship ofC,(/C,(/...[/C, = V. If k is 2, it becomes
Bipartition problem.

(Definition 2)signal netornet A collection of pins which must
be electrically connected [1].
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Fig. 1 is an example of partitioning. If a netli$in moduleV
={vy, W, ..., 4} are given, partitioning is set by already defined
k number of clusters that each module is assigndd [2
Minimized objective function is defined &P*) and this is
partitioning result’s cost function. Each clusteassumed to be
mutually exclusive.
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Fig. 1 Example of partition to clustlkr
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To express circuit's netlist in most regular wayhigper
graph,H(V, E) HereE ={e;, &, ..., g} is collection of signal
net. Eackeis collection of modules that connects this netll
graphs, it is assumed thatE, |e|>2. Weight functionv:V - R
is used in each module’s area. If it is expandedsters, it
becomesW(C) = J,xw(v) and another weight function,
w':E — R can be defined by net.

(Definition 3): For each module v, nets that are adjacent to v
areN(v) = {e/E|v/#}, and collection of modules neighboring v
is expressed ad(v) = {w/N|/[& v, Wi, vw}.

(Definition 4): Each signal net e is created by one source
moduleS(e)and collection of destination modulBge). This
allows knowledge of direction of the signal.

(Definition 5): Collection of Hyper-edge Cut due to cluster c is
expressed as in next formulg(c) = {eLE s.t 0<|enC|<|e|}.
Here, at minimum, if some of pins in netare in clusterc,
relationshipe/ZE(c), is formed.

Ill.  ALGORITHM TO FIND CHIP SET WITH LOWEST COST

The purpose of this paper is to find most suitabiip set
before partitioning. The most suitable chip set msdawest

Southcost chip set within maximum partition number. Vdasider

chip’s cost according to its size so we decideawhélock’s
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size to materialize in a lowest cost. Next are ssagy
definitions.

(Definition 6)XChip set: Collection of chips to materialize some

type of a system

(Definition 7Maximum Partition Number: Chip’s maximum
possible numbeP,.y) that makes up chip set

A.Problem Definition

Table | shows costs according to chip’s area. W@ in
Table |, as chip’s area increases, cost also isesgreatly.
Especially, when area is increased from Fjc 1.56(cr),
die cost and packaging cost in greatly increasedhab it
becomes noticeable. System made with 1.56(can be made
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in reasonable value. This value made to be deteudnlry the
user's discretion. Next are assumptions for algorit for
selecting chip set.

In netlist, all cell's area is 1.

[J  Connection area between each chips is ignored.

® Chip's decrease in speed is ignored from partition

Each chip's factors, according to change in tedgwllike
each chip's area, number of pins, and cost, aret ifipm
chip.tec file to get correct result. As situat@ranges, contents
can be altered so we can get results from lateat §aximum
partition number is chosen by the user. This wasedi that
user can pick degree of system's decrease in speedo
partition. Fig. 2 shows actuehip.tecfile.

with two 1(cnf) chips so looking at TABLE I, system can be

made with lower cost. If chip's cost is an impotttactor, it is
better to get two smaller chips to comprise sysigth lower
cost. Because of the reason, partitioning of iratgcircuit is
needed in many real cases.

TABLE |
COSTS FORSEVERAL DIE SIZEF5]
Area Die Die yield Cost of Cost Packaging
(sg.cm)  /Wafer Iwafer die to test die costs
0.06 2778 79.72% $0.25 $0.63 $5.25
0.25 656 57.60% $1.46 $0.87 $5.25
0.56 274 36.86% $5.45 $1.36 $5.25
1.00 143 22.50% $17.09 $2.22 $5.25
1.56 84 13.71% $47.76 $3.65 $52.25
2.25 53 8.52% $121.80 $5.87 $52.25
3.06 35 5.45% $288.34 $9.17 $52.25
4.00 23 3.60% $664.25 $13.89 $52.25

Most of the previous partitioning algorithm has centrated
on heuristic method [3]. Partitioning algorithmsngsheuristic
method need a proper initial solution, because ikgur
methods start with temporary solution [4]. Havingbetter
initial solution can make the final solution bett€his is why
we need a way to find chip set with lowest cost.

B.Most Suitable Chip Set

There can be many chip sets depending on numkgpes
of chips and number of chips that consist chipAetording to
Table Il, if there can be 8 types of chips, numiiechip sets

available as much as maximum number of partitioa ar

combination with repetition. Herey is maximum partition
number.

As n gets larger, number of available combination iasss.
As n gets larger, system speed will get lower so n rhadtept

TABLE Il
NUMBER OF CHIPSET ACCORDING TO PARTITION NUMBER

Partitioning Number Number of Chipset

8
36
120
330
792
1716

CITTNEE
oG AWN R

5  /*Maximum Partition Number
& /% Number of Chip types*/
J=Area, Pin Number, Cost®/

30 30 6

125 60 8

280 120 13
500 200 27
780 250 115
1125 300 199
1530 400 388
2000 500 811

Fig. 2 Example othip.tecfile

Using Fig. 2 chip.tec file, if comprised chip setherve
maximum area, where in TABLE II, ii=5 and greater than
20cnf, of chipset is lower than input netlist, it is sttered as
case where it cannot find chip set that can satiség. In this
case, hew maximum partition number is input or autpwest
cost chip sets with extent from lowest to maximuantigion
number.

C.Algorithm That Selects Most Suitable Chip Set

O All chip set(d=(A;,P,U)) j=1,2,...,m)are put in array
- Dset:{d 1:d21d31---1dn}
(1 Eliminate all chip sets that has less area thamutin
circuit’s area(Ainpy) from Dse:
Among remaining chip s€t={ c,,c,,...,G}), wherek is
minimum, find lowest cost of chip s@f,).
ad Eliminate all chip setgd,) from Ds.whereU,<U;.
{1 All remaining chip sets iDse;are sorted by cost.

® Select lowest cost chipget,») to be multi-way partition.
When -dmir= { €1,C,...,G}), all chips get conditiorm;=(
ajypjvuj)l (j=1121-"1k)

While satisfying limitation of maximum partition mber, to
find lowest cost chip set, all chip sets that $i@ssmaximum
partition number have to get cost calculated (fatp). As
shown in Fig. 3, this is done by pre-arranged amesthod
according to chips with lowest area first to enusemll chip
sets(Dsey. For all the chip sets that are acquired throdms t
we get area (A) and cost (U). In second step, stip that have
smaller area than input netlist get ignored. Irdtktep, we find
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chip set that can materialize input netlist fastast can use
smallest partition. Its cost should be consideneel of highest
cost that can materialize input netlist. In foustép, remaining
chip sets are sorted by cost. Chip sets that ategher cost
than given cost are eliminated. Through this waynaining

chip sets are considered for materialization. xthsstep, chip
set with lowest cost is applied multi-way partitiog algorithm

to find partition that satisfies pin limitationf it can’t be found,

next lowest chip set is applied multi-way partifiogn

algorithm.

0,0,0,0,0,0,0,0,0,1
0,0,0,0,0,0,0,0,0,2
0,0,0,0,0,0,0,0,0,3
0,0,0,0,0,0,0,0,0,4
0,0,0,0,0,0,0,0,0,5
0,0,0,0,0,0,0,0,0,6

//'0" means there is no chip
/fmaximum partition number is 10
//Each numbers mean chip type

f/number in chip.tec file

88888883886
8888888887
88888888838
Fig. 3 Enumerate all chip sets

IV. EXPERIMENTRESULTS

Program is written in C and circuit that was appler this
experiment is MCNC[93] Benchmark circuits. Tablesthows
circuits that were used in the experiment and rmathber will

TABLE IV
CHIP SET LIST OANDUSTRY CIRCUIT
Order Chip set Zartmon Total Area Cost
umber

1 {4,6,6,6,6,7,7,7,7,7} 10 12650 2763
2 {4,5,6,6,7,7,7,7,7,7} 10 12710 2868
3 {2,6,6,6,7,7,7,7,7,7} 10 12680 2933
4 {3,6,6,6,7,7,7,7,7,7} 10 12835 2938
5 {4,6,6,6,7,7,7,7,7,7} 10 13055 2952
6 {4,4,6,7,7,7,7,7,7,7} 10 12835 2969
7 {4,5,5,7,7,7,7,7,7,7} 10 12770 2973
8 {4,6,6,6,6,6,7,7,7,8} 10 12715 2997
9 {2,5,6,7,7,7,7,7,7,7} 10 12740 3038
290 {3,5,5,5,7,7,7,8,8,8} 10 13210 3955
291 {1,7,7,7,7,7,7,8,8} 9 13210 3956
292 {2,7,7,7,7,7,7,8,8} 9 13305 3958
293 {6,6,7,7,7,7,7,8,8} 9 13900 3960
294 {1,1,7,7,7,7,7,7,8,8} 10 13240 3962

{5,8,8,8,8,8,8} 7 12780 4981

The purpose of the paper is finding low cost clépfer a
minimum cost partitioning of a large logic circuiBasically,
partitioning of integrate circuit is needed in maegal cases.
Most of partitioning algorithm has concentrated euristic
method. Partitioning algorithms using heuristic noet need a
proper initial solution and having a better initsdlution can
make the final solution better in heuristic meth®tis is why
we proposed the algorithm to find low cost chip set

We used MCNC benchmark circuits and implemented C

program is comprised of algorithm that finds lowesst chip

be input circuit's are#,,.) because of assumption 1. chip’sSet. In algorithm, input are netlist file and libydile (chip.teg.

information is like Fig. 2.

User inputs currently possible type of chip infotima through

Table IV is theindustry2result. According to the algorithm library to let program get information of each chipize, pin

to find chip set with lowest cost, we enumeratechip set like
Fig. 3 and eliminate all chip sets that has lesa #ran idustry2
Anput area(12637). In third step, the chip set Wf, is
{5,8,8,8,8,8,8} ankis 7 and the highest cdsf,,value is 4981.

number, and cost in given library. Program wouldifchip set
with lowest cost with given information. Outputadist of chip
sets satisfied with area and maximum partitioninmber. The
output is sorted by cost according to the propasgdrithm

After third step,Up<U; is been eliminated and arranged byTom minimum cost to maximum cost. The experimerealilts

cost like Table IV. According to sixth step, theighset
{4,6,6,6,6,7,7,7,7,7} will be firstly selected te Ipartition.

V.CONCLUSION

TABLE Il
MCNC BENCHMARK CIRCUITS
Circuit Pin Number Net Number Cell Number
pl 2908 902 833

p2 11219 3029 3014
t2 6134 1720 1663
t3 5807 1618 1607
t4 5975 1658 1515
t5 10076 2750 2595
t6 6638 1641 1752
19ks 10547 3282 2844
Industry2 48158 13419 12637
S15850P 24712 10383 10470
S38584P 55203 20717 20995
S9234P 14065 5844 5866
structP 5471 1920 1952

show that all of chip sets found satisfy the muly
partitioning constraints and the results can bedufsr
multi-way partitioning.
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