
International Journal of Information, Control and Computer Sciences

ISSN: 2517-9942

Vol:1, No:9, 2007

2840

 

 

  
Abstract—Fuzzy Cognitive Maps (FCMs) is a causal graph, 

which shows the relations between essential components in complex 
systems. Experts who are familiar with the system components and 
their relations can generate a related FCM. There is a big gap when 
human experts cannot produce FCM or even there is no expert to 
produce the related FCM. Therefore, a new mechanism must be used 
to bridge this gap. In this paper, a novel learning method is proposed 
to construct causal graph based on historical data and by using 
metaheuristic such Tabu Search (TS). The efficiency of the proposed 
method is shown via comparison of its results of some numerical 
examples with those of some other methods 
 

Keywords—Fuzzy Cognitive Map (FCM), Learning, Meta 
heuristic, Genetic Algorithm, Tabu search.  

I. INTRODUCTION 
OGNITIVE Maps were initially introduced by Robert 
Axelrod in 1976 and applied in political science [1]. Also 

it was used in numerous areas of application such as analysis 
of electrical circuits [2], medicine [3], supervisory systems [4, 
5, 6], organization and strategy planning [7], [8], analysis of 
business performance indicators [9], software project 
management [10,11], Information retrievals[12], modeling of 
plant control [13], system dynamics and complex systems [14, 
15, 16, 17, 18, 19, 20, 21] and modeling virtual world [22], 
etc.  

This model contains components and their corresponding 
relations, which may be positive, negative, or neutral. A 
cognitive map is a directed graph that its nodes correspond to 
relevant concepts and the edges state the relation between 
these two nodes by a sign. A positive sign implies a positive 
relation; moreover, any increase in its source value leads to 
increase in its target value. A negative sign presents negative 
relation and any increase or decrease in its source value leads 
to reverse effect to its target value. In a cognitive map if there 
is no edge between two nodes it means that, there is no 
relation between them.  

In 1988, Kosko introduced a new extension concept for 
Cognitive Map and named it fuzzy cognitive maps (FCM) [23, 
24, 25, 26]. It named fuzzy cognitive maps. In a simple fuzzy 
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cognitive map, the relation between two nodes is determined 
by taking a value in interval [-1, 1]. While -1 corresponds to 
the strongest negative, +1 corresponds to strongest positive 
one. The other values express different levels of influence. 
This model can be presented by a square matrix called 
connection matrix. The value of relation between two nodes is 
set in their corresponding cell. In the connection matrix, row 
and column is associated with a source node and a target node, 
respectively. A simple FCM with five nodes and ten weighted 
arcs is depicted in Fig.1. 

A group of experts can be utilized to improve the results. 
All experts are asked to determine the relevant factors in a 
brain storm meeting. They discuss about main characteristics 
of the system, number and kind of concepts, which should be 
contained in the FCM. Then, they determine the structure and 
the interconnections of the network using fuzzy conditional 
statements. Each expert may draw his own individual FCM, 
which can be different from the others. In order to deal with 
these diagrams, the assigned weights by each expert can be 
considered and a new FCM will be constructed by all experts’ 
expertise. Thus, this constructed FCM will represent the 
knowledge and experience of all related experts. [27, 28]. 
FCMs can produced by expert manually or generate by other 
source of information computationally. Experts developed a 
FCM or a mental model manually based on their knowledge in 
related area. At first, they identify key domain issues or 
concepts. Secondly, they identify the causal relationships 
among these concepts and thirdly, they estimate causal 
relationships strengths. This achieved graph (FCM) shows not 
only the components and their relations but also the strengths. 
In fuzzy diagrams, the influence of a concept on the others is 
considered as “negative”, “positive” or “neutral”. All relations 
are expressed in fuzzy terms, e.g. very weak, weak, medium, 
strong and very strong.   In a simple FCM, all fuzzy variables 
are mapped into interval [-1, 1]. All the suggested linguistic 
variables, are considered and an overall linguistic weight is 
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Fig. 1  A simple Fuzzy Cognitive Map (FCM) 
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obtained, with the defuzzification method of Centre of Gravity 
(COG) [29, 30], is transformed to a numerical weight 
belonging to the interval [-1, 1].  
In general, the manual procedures for developing FCM have 
occurred, when at least there is one expert who has expertise 
in the area under studied. In some situations, a FCM could not 
construct manually such as:   
1) There is no expert to define a FCM. 
2)  The experts’ knowledge is different with each other and 

they draw different FCM. 
3) There are large amount of concepts and connections 

between them, which could not be drawn without 
mistakes.  

The above situation shows that in many cases, to develop a 
FCM manually becomes very difficult and experts’ 
intervention could not resolve the problem. Therefore, a 
systematic way should be found in order to bridge this gap. 
For example designing a new method could eliminate the 
existing weakness. The related knowledge can be extracted by 
analyzing past information about the given systems. This 
paper is organized as follows: section 2 states some basic 
concepts and definitions of Fuzzy Cognitive Map (FCM) and 
history of FCM Automatic construction.  The proposed 
learning model is presented in section 3 and in section 4 the 
experimental evaluation and discussion of the achieved results 
and model effectiveness is discussed. Finally, Section 5 covers 
conclusions and future research directions. 

II. THEORETICAL BACKGROUND 

A.  Automated FCM or causal graph Construction 
When the experts are not able to express their expertise or 
even there is no expert in the area under studied to add some 
expression based on her/his expertise, therefore a new way 
should be defined. For these reasons, the development of 
computational methods for learning FCM is necessary [31]. In 
this method, not only casual relations between nodes, but also 
the strength on each edge must be achieved based on historical 
data. The required knowledge is extracted from historical data 
by means and new computational procedures. Many 
algorithms for learning FCM model structure have been 
recently proposed. In general, four main categories of these 
algorithms are used: 
1) Association rules algorithms 
2)  Distance based algorithms (classification) 
3) Hebbian algorithm ( soft computing) 
4) Genetic algorithm (soft computing) 
The application of association rules in FCM(s) used by Lee et 
al in 2002 for the first time [32]. They published a paper about 
FCM(s) and their relation with web mining inference 
amplification. In their paper, a fuzzy cognitive map (FCM) 
used to amplify inference results of Web mining as a dramatic 
usage of the Internet for a wide variety of daily management 
activities. They stated that causal knowledge is similar to 
IF_THEN rules with many differences. The causal knowledge 
seems natural and more understandable but richer in 

interpretation. Their propose model was composed of three 
major phases. At first, extract association rules from related 
historical data, secondly, transform into FCM causal 
knowledge based, and thirdly inference amplification. In their 
model, all rules discovered by association rule function and 
eliminate rules redundancy and search for the directly and 
indirectly rules. The other category in learning connection 
matrix of FCM is distance-based algorithm. In 1998 M. 
Schneider and el worked on constructing fuzzy cognitive 
maps automatically. [31] Their method found not only the 
degree of similarity between any two variables (represented 
by numerical vectors), but also the relations between 
variables. They used the fuzzy expert system tool (FEST) 
which determined the causality among variables.   
D. Kardaras et al. presented another similar method in 1999. 
[33] In their paper assumed that a numerical vector (V) could 
represent every concept in an FCM, whereas each element (v) 
of the vector represents a measurement of the concept. Experts 
can determine an upper threshold ( ua ) and a lower threshold 

( la ) for every vector, so that: 

)1()a(v  v u =⇒≥∀ vμ                                                 (1) 
)0()a(v  v l =⇒≤∀ vμ                                                 (2) 

 
where ( vμ ) is the membership degree of element (v). For all 
the elements (v) between the thresholds, a formula is applied 
to project all elements into the interval (0, 1) proportionally. 
Therefore, every concept is a fuzzy set. Both the polarity and 
the strength of the relationship between two concepts are 
based on the concept of the similarity between two vectors. 
More specifically, in the case where two vectors ( 1v ) and 

( 2v ) are monotonically increasing (direct relation), the 

distance ( id ) between two elements ( iv ) of the vectors is 
defined as: 

)()(d 21i ii vv χχ −=                                                     (3) 
 
where 1χ  and 2χ  is the degree of membership for the (i) 

element of the vectors ( 1v ) and ( 2v ) respectively. In the case 
of monotonically decreasing vectors (reverse relation) the 
distance of the two elements ( iv ) is defined as: 

( ))(1)(d 21i ii vv χχ −−=                                             (4) 
 
Let AD be the average distance the vectors then  

n
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= ..1                                                                   (5) 

 
Once the average distance is calculated then the similarity (S) 
of the two vectors is defined as: 

AD-1S =                                                                      (6) 
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The similarity is calculated twice, once based on direct 
relation and second based on the reverse relation. The higher 
similarity determines the polarity (1 or 2) and the strength of 
the relationships between the two fuzzy sets ( 1v ) and ( 2v ).   
Soft computing like neural network and genetic algorithm 
help data mining to discover appropriate knowledge in the 
form of Graph or Fuzzy Cognitive map (FCM) from historical 
data. Many scientists work on this area and investigated that 
FCM and its related connection matrix are learned and 
discovered by historical data. 
Soft computing approach such as neural networks and genetic 
algorithm can be used to discover appropriate knowledge from 
historical data in the form of graph or FCM. Many researchers 
worked on these areas by investigating FCM learning methods 
using historical data. 
Kosko proposed a new model by use of simple Differential 
Hebbian Learning law (DHL) in 1994, but he used this model 
to learning FCMs without any applications [34]. This learning 
process modified weights of edges existing in a FCM in order 
to find the desired connection matrix. In general, when the 
corresponding concept changes, the value of the related edges 
for that nodes will be modified too.  
In 2002, Vazquez introduced a new extension to DHL 
algorithm presented by Kosko. He used a new idea to update 
edge values in a new formula. [35] Another method of 
learning FCMs based on the first approach (Hebbian 
algorithm), was introduced by Papageorgiou et al. in 2003. He 
developed another extension to Hebbian algorithm, called 
Nonlinear Hebbian Learning (NHL) [36]. Active Hebbian 
Algorithm (AHL) introduced by Papageorgiu et al. in 2004.  
In the recent method, experts not only determined the desired 
set of concepts, initial structure and the interconnections of the 
FCM structure, but also identified the sequence of activation 
concepts [37]. Another category in learning connection matrix 
of FCM is application of genetic algorithms or evolutionary 
algorithms. Koulouriotis et al. applied the Genetic Strategy 
(GS) to learn FCM structure in 2001 [38]. In mentioned 
model, they focused on the development of an ES-based 
procedure that determines the values of the cause-effect 
relationships (causality). Other related papers were also 
published by Parsopoulos et al. in 2003. They tried to apply 
Particle Swarm Optimization (PSO) method, which belongs to 
the class of Swarm Intelligence algorithms, to learn FCM 
structure [39, 40]. Khan and Chong worked on learning initial 
state vector of FCM in 2003. They performed a goal-oriented 
analysis of FCM and their learning method did not aim to 
compute the connection matrix, and their model focused on 
finding initial state vector for FCM [41]. In 2005, Stach et al. 
applied real-coded genetic algorithm (RCGA) to develop 
FCM model from a set of historical data in 2005 [28]. In 2005, 
Parsopoulos et al combined these two categories and 
published a paper about using evolutionary algorithms to train 
Fuzzy Cognitive Maps. In their model, they investigated a 
coupling of differential evolution algorithm and unsupervised 
Hebbian learning algorithm [29]. Other work to train a FCM 

was done by Konar in 2005. He worked on reasoning and 
unsupervised learning in a FCM. In that paper, a new model 
was introduced for unsupervised learning and reasoning on a 
special type of cognitive maps realized with Petri nets [42]. In 
2007 M.Ghazanfari et al. published a paper about using 
Simulated Annealing and genetic algorithm in FCM 
learning.[43] In that paper, they show that SA algorithm is 
better than GA in FCM with more nodes and introduced a new 
method to learn connection matrix rapidly. In this research, 

the other heuristic algorithms are used to learn FCM matrix. 
Table 1 shows a comparison between some existing methods: 

The table compares the methods based on several factors, 
such as learning goal, kind of input historical data, type of 
transformation function, size of FCM model, type of learning 
strategy and that whether experts are involved in model or not. 

III. A NEW MODEL FOR LEARNING FCM  
This new method proposed a solution for automatic 
construction of Fuzzy Cognitive map by using metaheuristic 
algorithm. The focus of this model is to determine cause-
effect relationships (causality) and their strength.  

A.   Problem Definition 
As mentioned before, a cause-effect relation is specified by 

a related Connection matrix. The elements of this matrix are 
the values of edges in the FCM. The aim of the proposed 
method is to find these elements. The relations between nodes 
and edges are calculated as: 

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
= ∑

=

+ )( )(
1

1i tCefC j

n

i
jit                        (7) 

where ije ’s  are the elements of the matrix and  f  is a 

transform function which includes  recurring relation on t >=0 
between C(t + 1) and C(t)  that can be presented by  a logistic 
function like: 

cxe
xf −+

=
1

1)(                           (8) 

Eq. (7) and Eq. (8) can be expressed by Eq. (9): 

TABLE I 
 OVERVIEW OF SOME LEARNING APPROACHES APPLIED TO FCMS 

Algorithm learning goalHuman 
interaction 

type of  
data 

transformatio
n  
Function 

NO  of 
node 

learning  
algorithm 

DHL Connection 
matrix No Single N/A N/A Hebbian 

BDA Connection 
matrix No Single Binary 5, 7, 9 Modified 

Hebbian 

NHL Connection 
matrix Yes & No Single Continuous 5 Modified 

Hebbian 

AHL Connection 
matrix Yes & No Single Continuous 8 Modified 

Hebbian 

GS Connection 
matrix No Multiple Continuous 7 Genetic 

PSO Connection 
matrix No Multiple Continuous 5 Swarm 

GA Initial 
vector N/A N/A Continuous 11 Genetic 

RCGA Connection 
matrix No Single Continuous 4,6,8,10 Genetic 

GA Connection 
matrix No Single Continuous Any 

Number GA 
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)()(O 1i nin tInputEtutput ×=+                        (9) 

 
)(Input i nt  is input data for node i, )(Output 1i +nt is its 

corresponding output data and E  is the Connection matrix of 
FCM. Eq.(9) implies that corresponding output for every node 
can be calculated. E  (Related Connection Matrix) is a vital 
factor in Eq.(9) which should be determined in the FCM 
learning process. The proposed FCM learning method forms 
structure of a FCM and is able to generate state vector 
sequences that transform the input vectors into the output 
vectors. When all real input and output values of a FCM are in 
hand, the most important step is to find a new solution for the 
FCM and calculate the estimated output related to this new 
FCM.  
 

)()( 1 ni
proposed

n
estimated

i tInputEt Output ×=+           (10) 

 
According to Eq. (10), )( 1+n

estimated
i t Output  is the estimated 

output and )( ni tInput  is its corresponding input for the ith 

node.  proposedE   is new proposed matrix. The real output is 
)( 1+n

real
i t Output and Eq. (11) calculates the difference 

between real and estimated outputs: 
 

)()( 11 ++ −= n
real

in
estimated

i t Outputt OutputError               (11) 

 
By using the later two equations, the objective is defined as 

minimizing the difference between real and estimated outputs. 
This objective is defined as:  

 

∑∑
= =

++ −=
K

n

N

i
n

real
in

estimated
i t t OutputOutputErrorTotal

1 1
11 )()(_       (12) 

 
Where N is the number of nodes and K is the iteration.   

1,...,0 1i       )(O)( −=∀+→ Ktnni tutputtInput  
If  )( ni tInput  defined as an initial vector, and 

)(O 1i +ntutput as system response, K-1 pairs in the form of 
{initial vector, system response} can be generated from the 
input data. 

As mentioned before, there are many methods for automatic 

constructing FCM matrix. In this paper, some of these 

metaheuristic algorithms are used in FCM learning and 
compare with each other. Fig.2 shows the outline of the 
proposed method: 
The proposed learning model uses TS to find the near 
optimum solution and some of them are used to escape the 
local minimum solution and to improve the optimum solution. 
The following sections provide details about these heuristic 
algorithms. Also, it is tried to demonstrate all essential 
elements of propose method, including structure of solution 
coding (chromosomes), generation of initial solution, Tabu list 
strategy, fitness function, stopping condition, genetic 
operators , and selection strategy 

B.  A proposed GA and TS methods for Learning FCM 
In this section, GA and TS algorithm for learning FCM are 
introduced. At first, we focused on GA parameters and new 
proper operators. 
 

1) Proposed genetic algorithms with new operators for 
learning FCM 

In this section, we introduce a different concept where we 
have a population of solutions and we would like to move 
from one population to another. Therefore, a group of 
solutions evolves towards the good area(s) in the search space. 
In trying to understand evolutionary mechanisms, Holland 
(1998) devised a new search mechanism, which he called a 
genetic algorithm. In its simple form, a genetic algorithm 
recursively applies the concepts of selection, crossover, and 
mutation to a randomly generated population of promising 
solutions with the best solution found being reported. [44, 45, 
46] For designing the GA, six principle factors are considered 
as follows:  

a) Solution coding in GA (chromosome structure) 
The chromosome structure or a solution for FCM is formed 

as a matrix. In GA algorithms, the initial solution generates 
random. 

 
e11 e12 e13 e14 e15 
e21 e22 e23 e24 e25 
e31 e32 e33 e34 e35 
e41 e42 e43 e44 e45 
e51 e52 e53 e54 e55 

 
Fig. 3 The chromosome structure  

b) Fitness value in GA 
The fitness value is a criterion for the quality measurement of 
a chromosome or feasible solution. An off spring or new 
solution is accepted when its objective function value is 
minimum as compared with its parents.  

c) Mating pool selection strategy in GA 
For creating the new generation, it is necessary to select some 
chromosomes (mating pool) with the latest fitness in the 
current generation for recombining or creating chromosomes 
related to the new generation. In this paper, at first sort the 
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Fig. 2   Learning FCM step 
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population from the best to the worst, assign the selection 
probability of each chromosome, and select them according to 
their ranking numbers. 

d) Improved GA operators 
In this paper, the chromosome structure is formed as a matrix. 
Thus, the GA linear operators cannot be used to a matrix type 
as the traditional forms. These operators should be improved 
proportional to the matrix type. Therefore, considering the 
nature of the matrix, each of three operators called crossover, 
mutation, and inversion are considered as follows: 

e)  Horizontal operator, vertical operator and 
Diametric operator in GA 

In horizontal operator, at first two positions in row selected 
randomly and operation is exercised over this selected area. 
Fig.4 shows this operator. Vertical operator is similar to the 
horizontal operator but two positions selected in column 
randomly. Fig.5 shows this operator. In diametric operator, 
two numbers in the relevant matrix column or row limits and 
one of the directions of primary or secondary are selected 
randomly. Then, the operation is exercised over obtained 
diameters. For example in Fig.6, a random diameter is selected 
and then the inversion operator is used. 

 

e11 e12 e13 E14 e15  e11 e12 e13 e14 e15 

e21 e22 e23 E24 e25 e25 e24 e23 e22 e21 

e31 e32 e33 E34 e35  e35 e34 e33 e32 e31 

e41 e42 e43 E44 e45  e41 e42 e43 e44 e45 

e51 e52 e53 E54 e55  e51 e52 e53 e54 e55 

 
Fig. 4 Horizontal operator 

 

e11 e12 e13 E14 e15  e11 e12 e13 e54 e55 

e21 e22 e23 E24 e25  e21 e22 e23 e44 e45 

e31 e32 e33 E34 e35 

 

e31 e32 e33 e34 e35 

e41 e42 e43 E44 e45  e41 e42 e43 e24 e25 

e51 e52 e53 E54 e55  e51 e52 e53 e14 e15 

 
Fig. 5 vertical operator 

 

e11 e12 e13 e14 e15  e11 e45 e13 e14 e15 

e21 e22 e23 e24 e25  e21 e22 e34 e24 e25 

e31 e32 e33 e34 

e35 

 e31 e32 e33 e23 e35 

e41 e42 e43 e44 e45  e41 e42 e43 e44 e12 

e51 e52 e53 e54 e55  e51 e52 e53 e54 e55 

 
Fig. 6 Diametric operator 

f) Operation on part of matrix in GA 
In this case, two numbers in the relevant matrix column limits 
and two numbers in the relevant matrix row limits are selected 
randomly. Then, the operation is exercised over obtained 
district. For example in Fig.8, the block obtained from cross 
related to two elected chromosomes is selected randomly and 
then the crossover operator is used. 

g) Stopping criteria in GA 
The stopping criteria condition can be defined by two 
different ways: 
 
Number of generations, In this case, the algorithm terminates, 
if the number of generations exceeds the specific number. 
Best Solutions Found, In this case, the algorithm terminates, if 
the best solution find and the error function does not change 
after a period. 
 

e11 e12 e13 e14 e15  e11 e12 e13 e14 E15 

e21 e22 e23 e24 e25  e21 E22 E23 e24 E25 

e31 e32 e33 e34 e35  e31 E32 E33 e34 E35 

e41 e42 
e43 e44 

e45  e41 e42 e43 e44 E45 

e51 e52 e53 e54 e55  e51 e52 e53 e54 E55 

           

E11 E12 E13 E14 E15  E11 E12 E13 E14 E15 

E21 E22 E23 E24 E25  E21 e22 e23 E24 E25 

E31 E32 E33 E34 E35  E31 e32 e33 E34 E35 

E41 E42 E43 E44 E45  E41 E42 E43 E44 E45 

E51 E52 E53 E54 E55  E51 E52 E53 E54 E55 

 
Fig. 7 Operation on part of matrix 

 
2)  Proposed Tabu Search for Learning FCM 

 
Glover in 1989 introduced tabu search (TS) as a method for 
escaping local optima. The goal is to obtain a list of forbidden 
(tabu) solutions in the neighborhood of a solution to avoid 
cycling between solutions while allowing a direction, which 
may degrade the solution although it may help in escaping 
from the local optimum. It is needed to specify how to 
generate solutions in the current solution’s neighborhood. 
Furthermore, a list of forbidden solutions need to updated 
after each step. When generating a solution in the 
neighborhood, this solution should not be in any of the 
directions listed in the tabu-list, although a direction in the 
tabu-list may be chosen with some probability if it results in a 
solution, which is better than the current one. In essence, the 
tabu-list aims at constraining or limiting the search scope in 
the neighborhood while still having a chance to select one of 
these directions. [44] 
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a) TS algorithm 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
For designing the SA algorithm, many principle factors are 
considered and introduced here: 

b) Solution coding in TS 
The solution coding for TS is equal to GA which mentioned 
before. 

c) Initial solution in TS 
An initial solution is a starting solution (point) that will be 
used in the search process and considered as a random 
solution.  

d) Neighboring solutions in TS 
Neighboring solutions are the set of feasible solutions that can 
be generated from the current solution. Each feasible solution 
can be directly reached from current solution by a move (as 
genetic operations—mutation or inversion) and resulted 
neighboring solution. 

e) Stopping criteria 
The stopping criteria condition can be defined when Best 

Solutions found or when time is limited. In the first case, the 
algorithm terminates, if the best solution find and the error 
function does not change after a period. In the second case, 
the algorithm terminates if the time is finished. 

IV.  COMPUTATIONAL RESULTS 
The aim of the experiments is to assess quality of the 

proposed methods for learning FCMs. In general, the goal of 
learning FCM is to find FCM connection matrix that generates 
the same state vector sequence as the input data for a given 
initial state vector. Now, an important parameter is 
considered. This variable measures similarity between the 

input data, and data generated by simulating the candidate 
FCM with the same initial state vector as the input data. The 
criterion is defined as a normalized average error between 
corresponding concept values at each iteration between the 
two state vector sequences: 

 

∑∑
= =

⎟
⎠
⎞⎜

⎝
⎛

+−+×−
=

K

n

N

i
nt real

iOutputnt estimated
iOutput

NK
error

1 1

2
)1()1()

)1(
1

(
 (13)  

 
As mentioned before, in above formula )( 1+n

real
i t Output   is 

the value of a node at iteration t in the input, 
)( 1+n

estimated
i t Output  is the estimated value of that node at 

iteration t from simulation of the candidate FCM, K is the 
input data length and N is the number of nodes. All 
experiments were performed with logistic transformation 
function, this function is parameterized as:  

0.2x-e1

1F(x)
+

=                  (14) 

In our experiment, for comparing the metaheuristic results, 
some test problems were solved by using GA and TS on a PC 
Pentium IV, 1.6 GHz. The metaheuristic algorithms were 
developed using Visual Basic 6. Three algorithms, GA and TS 
ran with different Node numbers: 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 
13, 14, and 15 and for every run, the Error and time 
consuming saved. Each considered FCM, in terms of the 
number of nodes, was simulated 10 times with the three 
algorithms, which totaled in 12*10*2 experiments. The 
obtained results are shown in table 2.  

 
Considering the results of Tables (2), the presented 

metaheuristic algorithms are able to find and report the near-
optimal and promising solutions in a reasonable computational 
time. This indicates the success of the proposed algorithms. In 
general, we can conclude the following results:  

All heuristic algorithms found the near-optimal solutions 

Initialize the neighborhood length  to L and the memory, M, to empty  Select an 

initial solution 1x  in X  

 Initialize the best value 
bestF  of  F  and the corresponding solution 

bestx : )( 1xFF best =  and 1xxbest =  

i=1 
repeat 
i = i + 1 

Consider 
neighbourx at random in the neighbourhood  

If  bestneighbour FxF <)(  then        neighbourbest xx ←  

and )( neighbourbest xFF ←  

If  )()( xFxF neighbour <  then neighbourxx ← and  

)()( neighbourxFxF =  

   Else  if   x ∉ M then  
neighbourxx ← and   )()( neighbourxFxF =  

                update M with this new element 
 
until loop condition is satisfied 

return 
bestF  and 

bestx  
 

TABLE II 
Experiment results with different fitness functions and times 

  
Genetic 

algorithm     
Tabu  

Search   
Node 
NO   

Fitness 
Function  Time  

Fitness 
Function Time 

 (Error )  sec  (Error ) sec  

3 3.49E-06 50  7.17E-07 2.046 

4 4.40E-06 50  6.20E-07 4.2343 

5 5.88E-06 50  3.49E-07 8.21 

6 7.80E-06 50  4.73E-07 14.1093 

7 2.33E-05 50  8.83E-07 22.79 

8 3.52E-05 50  5.59E-07 35.54 

9 4.02E-05 50  7.24E-07 50 

10 3.90E-05 50  1.29E-06 50 

11 1.52E-04 50  3.46E-06 50 

12 1.56E-04 50  3.72E-06 50 

13 1.91E-04 50  1.41E-05 50 

14 3.06E-04 50  7.31E-05 50 

15 4.85E-04 50  8.63E-05 50 
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and the results of these experiments show that these 
algorithms gradually converge into a high-quality candidate 
FCM. Three examples of FCM learning experiments based on 
GA and TS are plotted in Fig.8-1, 8-2. 
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Fig.9 shows the error of GA and TS algorithms. The error of 
TS algorithm is less than GA and it is good for learning FCM 
with little nodes: 
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V.  CONCLUSION 
In this paper, we have developed new methods for learning 
FCMs. It has been shown that TS not only can improve the 
speed of learning process in some situations, but also can 
improve the quality of learning FCMs with more nodes. The 
error of TS algorithm is less than GA and it is a good method 
in learning FCM with little nodes. The quality of learning 
method based on GA deteriorates with the increasing size of 
the maps but TS over come this difficulty. Therefore, The TS 
algorithm found related solutions in less computational times 
in some situations. The produced results could provide some 
guidelines for other learning methods. The future work will 

concern on the improvement of the proposed learning method.  
One of interesting and open issues is using the other heuristics 
methods for learning FCMs and comparing them with the 
others. 

VI. REFERENCES   
[1] [1] R.Axelrod, Structure of Decision: The Cognitive Maps of Political 

Elites, Princeton University Press, Princeton, NJ, 1976.  
[2] [2] M.A. Styblinski, B.D. Meyer, Signal flow graphs versus fuzzy 

cognitive maps in application to qualitative circuit analysis, Internet. J. 
Man Mach. Studies 35 (1991) 175–186. 

[3] [3] V.C. Georgopoulos, G.A. Malandraki, C.D. Stylios, A fuzzy 
cognitive map approach to differential diagnosis of specific language 
impairment, J. Artif. Intel. Med. 29 (3) (2003) 261–278. 

[4] [4] C.D. Stylios, P.P. Groumpos, The challenge of modeling supervisory 
systems using fuzzy cognitive maps, J.Intel. Manuf. 9 (4) (1998) 339–
345. 

[5] [5] C.D. Stylios, P.P. Groumpos, Fuzzy cognitive maps: a model for 
intelligent supervisory control systems, Comput. Ind. 39 (3) (1999) 229–
238. 

[6] [6] C.D. Stylios, P.P. Groumpos, Fuzzy cognitive map in modeling 
supervisory control systems, J. Intel. & Fuzzy Systems 8 (2) (2000) 83–
98. 

[7] [7] M. G. Bougon, “Congregate Cognitive Maps: a Unified Dynamic 
Theory of Organization and Strategy,” Journal of Management Studies, 
29:369-389, (1992) 

[8] [8] K.C. Lee,W.J. Lee, O.B. Kwon, J.H. Han, P.I.Yu, Strategic planning 
simulation based on fuzzy cognitive map knowledge and differential 
game, Simulation 71 (5) (1998) 316–327. 

[9] [9] D. Kardaras, G. Mentzas, Using fuzzy cognitive maps to model and 
analyze business performance assessment, in: J. Chen, A. Mital (Eds.), 
Advances in Industrial Engineering Applications and Practice II, 1997, 
pp. 63–68. 

[10] [10] W. Stach, L. Kurgan, Modeling software development project using 
fuzzy cognitive maps, Proc. 4th  ASERC Workshop on Quantitative and 
Soft Software Engineering (QSSE’04), 2004, pp. 55–60. 

[11] [11] W. Stach, L. Kurgan,W. Pedrycz, M. Reformat, Parallel fuzzy 
cognitive maps as a tool for modeling software development project, 
Proc. 2004 North American Fuzzy Information Processing Society Conf. 
(NAFIPS’04), Banff, AB, 2004, pp. 28–33. 

[12] [12] A. R. Montazemi, D. W. Conrath, “The Use of Cognitive Mapping 
for Information Requirements Analysis,” MIS Quarterly, 10:44-55, 
(1986) 

[13] [13] K. Gotoh, J. Murakami, T.Yamaguchi, Y.Yamanaka, Application of 
fuzzy cognitive maps to supporting for plant control, Proc. SICE Joint 
Symp. 15th Systems Symp. and Tenth Knowledge Engineering Symp., 
1989, pp. 99–104. 

[14] [14] Carvalho, J.P.,Tomé, J.A.,"Rule Based Fuzzy Cognitive Maps and 
Fuzzy Cognitive Maps - A  Comparative  Study", Proceedings of the 
18th International Conference of the North American Fuzzy Information 
Processing  Society, NAFIPS99, New York 

[15] [15] Carvalho, J.P., Tomé, J.A.,"Rule Based Fuzzy Cognitive Maps- 
Fuzzy Causal Relations", Computational Intelligence for Modelling, 
Control and Automation, Edited by M. Mohammadian, 1999 

[16] [16] Carvalho, J.P., Tomé, J.A., "Fuzzy Mechanisms for Causal 
Relations", Proceedings of the Eighth International Fuzzy Systems 
Association World Congress, IFSA'99, Taiwan 

[17] [17] Carvalho,J.P.,Tomé, J.A.,"Rule Based Fuzzy Cognitive Maps – 
Qualitative Systems Dynamics", Proceedings of the 19th International 
Conference of the North American Fuzzy Information Processing 
Society, NAFIPS2000, Atlanta 

[18] [18] S.Alizadeh, M.Ghazanfari, M.Jafari, “An approach for solving 
fuzzy system dynamics problems”, 21st International system dynamics 
conference, U.S.A, July 2003. 

[19] [19] D.E. Koulouriotis, I.E. Diakoulakis, D.M. Emiris, E.N. 
Antonidakis, I.A. Kaliakatsos, Efficiently modeling and controlling 
complex dynamic systems using evolutionary fuzzy cognitive maps 
(Invited Paper), Internat. J. Comput. Cognition 1 (2) (2003) 41–65. 

[20] [20] D.E. Koulouriotis, I.E. Diakoulakis, D.M. Emiris, C.D.Zopounidis, 
Development of dynamic cognitive networks as complex systems 

Fig. (8-2) An example of  TS  fitness 
Function which show that error 

coverage to near zero 

Fig. (8-1) An example of  GA  fitness 
Function which show that error 

coverage to near zero

Fig. 9  TS and GA errors for different nodes 



International Journal of Information, Control and Computer Sciences

ISSN: 2517-9942

Vol:1, No:9, 2007

2847

 

 

approximators: validation in financial time series, Applied Soft 
Computing 5 (2005) 157–179 

[21] [21] C.D. Stylios, P.P. Groumpos, Modeling complex systems using 
fuzzy cognitive maps, IEEE Trans. Systems   Man, Cybern. Part A: 
Systems Humans 34 (1) (2004). 

[22] [22] D.E. Koulouriotis, I.E. Diakoulakis, D.M. Emiris, Anamorphosis of 
fuzzy cognitive maps for operation in ambiguous and multi-stimulus real 
world environments, 10th IEEE Internet. Conf. on Fuzzy Systems, 2001, 
pp. 1156–1159. 

[23] [23] B. Kosko, Hidden patterns in combined and adaptive knowledge 
networks, Internet. J.Approx. Reason.2 (1988) 377–393. 

[24] [24] B. Kosko, Fuzzy cognitive maps, Internat. J. Man-Mach. Studies 24 
(1986) 65–75. 

[25] [25] B. Kosko,  Neural Networks and Fuzzy Systems, Prentice-Hall, 
Englewood Cliffs, NJ, 1992. 

[26] [26] B. Kosko,  Fuzzy Engineering, Prentice-Hall, Englewood Cliffs, 
NJ, 1997. 

[27] [27] M. Khan,  M.Quaddus, Group decision support using fuzzy 
cognitive maps for causal reasoning, Group Decision Negotiation J. 13 
(5) (2004) 463–480. 

[28] [28] Wojciech Stach, Lukasz Kurgan,Witold Pedrycz, Marek Reformat 
Genetic learning off uzzy cognitive maps, Fuzzy Sets and Systems 153 
(2005) 371–401 

[29] [29] E Papageorgiou, C.Stylios P. Groumpos, Unsupervised learning 
techniques for fine-tuning fuzzy cognitive map causal links, Int. J. 
Human-Computer Studies 64 (2006) 727–743 

[30] [30] Lee C. C, Fuzzy logic in control systems: Fuzzy logic controller, 
Part 1, 2 IEEE Trans.Syst.Man Cybernet, 20 (2),  404-435. 

[31] [31] M. Schneider, E. Shnaider, A. Kandel, G. Chew, Automatic 
construction of FCMs, Fuzzy Sets and Systems 93 (2) (1998) 161–172. 

[32] [32] Kun Chang Lee , Jin Sung Kim, Nam Ho Chung, Soon Jae Kwon, 
Fuzzy cognitive map approcha to web mining inference amplification, 
Expert System with Applications 22 (2002) 197-211 

[33] [33] D. Kardaras, B. Karakostas “The use of fuzzy cognitive maps to 
simulate the information systems strategic planning process”. 
Information and Software Technology 41 (1999) 197–210 

[34] [34] J.A. Dickerson, B. Kosko, Fuzzy virtual worlds, Artif.Intel.  Expert 
7 (1994) 25–31. 

[35] [35] A. Vazquez, A balanced differential learning algorithm in fuzzy 
cognitive maps, Technical Report, Departament de Llenguatges I 
Sistemes Informatics, Universitat Politecnica de Catalunya (UPC), 2002.  

[36] [36] E. Papageorgiou, C.D. Stylios, P.P. Groumpos, Fuzzy cognitive 
map learning based on nonlinear Hebbian rule, Australian Conf. on 
Artificial Intelligence, 2003, pp. 256–268. 

[37] [37] E. Papageorgiou, C.D. Stylios, P.P. Groumpos, Active Hebbian 
learning algorithm to train fuzzy cognitive maps, Internat. 
J.Approx.Reason.37 (3) (2004) 219–249. 

[38] [38] D.E. Koulouriotis, I.E. Diakoulakis, D.M. Emiris, Learning fuzzy 
cognitive maps using evolution strategies: a novel schema for modeling 
and simulating high-level behavior, IEEE Congr. On Evolutionary 
Computation  (CEC2001), 2001, pp. 364–371. 

[39] [39] E. Papageorgiou, K.E. Parsopoulos, C.D. Stylios, P.P. Groumpos, 
M.N. Vrahatis, Fuzzy cognitive maps learning using particle swarm 
optimization, J. Intel. Inform.Systems. 2005  

[40] [40] K.E. Parsopoulos, E.I. Papageorgiou, P.P. Groumpos, M.N. 
Vrahatis, A first study of fuzzy cognitive maps learning using particle 
swarm optimization, Proc. IEEE 2003 Congr. On Evolutionary 
Computation, 2003, pp. 1440–1447. 

[41] [41] M. Khan, A. Chong, Fuzzy cognitive map analysis with genetic 
algorithm, Proc. 1st Indian Internat. Conf. on Artificial Intelligence 
(IICAI-03), 2003 

[42] [42] Amit Konar, Uday K. Chakraborty , Reasoning and unsupervised 
learning in a fuzzy cognitive map , Information Sciences 170 (2005) 
419–441 

[43] [43] M.Ghazanfari, S.Alizadeh,M.Fathian,D.E.Koulouriotis, Comparing 
Simulated Annealing  and Genetic Algorithm in Learning FCM, Applied 
Mathematics and Computation (2007), doi:10.1016/ j.amc.2007.02.144  

[44] [44] Hussein Aly Abbass, Ruhul Amin, Sarker, Charles S. Newton. Data 
mining : a heuristic approach , 2002, Idea Group Publishing. 

[45] [45] Marc Pirlot, General local search methods, European journal of 
operational research 92, 1996 , 493-511 

[46] [46] R.Tavakkoli-Moghaddam, M.B. Aryanezhad, N.Safaei, A. Azaron, 
Solving a dynamic cell formation problem using metaheuristics, Applied 
Mathematics and Computation 170 (2005) 761–780 

 


