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Investigations on some operations of soft sets
Xun Ge and Songlin Yang

Abstract—Soft set theory was initiated by Molodtsov in 1999.
In the past years, this theory had been applied to many branches
of mathematics, information science and computer science. In 2003,
Maji et al. introduced some operations of soft sets and gave some
operational rules. Recently, some of these operational rules are
pointed out to be not true. Furthermore, Ali et al., in their paper,
introduced and discussed some new operations of soft sets. In this
paper, we further investigate these operational rules given by Maji
et al. and Ali et al.. We obtain some sufficient-necessary conditions
such that corresponding operational rules hold and give correct forms
for some operational rules. These results will be help for us to use
rightly operational rules of soft sets in research and application of
soft set theory.
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I. INTRODUCTION

Soft set theory was initiated by Molodtsov in [8]. As a
mathematical tool for dealing with uncertainties, soft set theory
has a rich potential for applications in several directions. In
the past years, this theory had aroused us interesting and con-
cerning, and had been applied to many branch of mathematics,
information science and computer science ([1], [3], [4], [5],
[6], [9], [10], [11], [13]). In [7], Maji et al. introduced some
operations of soft sets and give their operational rules, which
makes a theoretical study of the soft set theory in more detail.
Recently, Yang and Ali et al. illuminated some operational
rules in [7] to be not true by some examples ([12], [2]).
Furthermore, Ali et al. introduced some new operations of
soft sets and give their operational rules ([2]). In this paper, we
further investigate these operational rules in [2], [7] and obtain
some interesting results including some different viewpoints
with [2]. We obtain some sufficient-necessary conditions such
that corresponding operational rules hold and give correct
forms for some operational rules. These results will be help
for us to use rightly operational rules of soft sets in research
and application of soft set theory.

Throughout this paper, U is an initial universe set and E
is the set of all possible parameters under consideration with
respect to U . Each set of parameters is a subset of E and each
soft set is over U .

II. DEFINITIONS AND REMARKS

Definition 2.1 ([8]): Let A be a set of parameters. A pair
(F,A) is called a soft set over U if F is a mapping given by
F : A −→ P(U), where P(U) is the family of all subsets of
U .
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Definition 2.2 ([7]): Let A be a set of parameters. {¬a :
a ∈ A} is called the Not-set of A denoted by ¬A, where ¬a
means not a for each a ∈ A.

Remark 2.3: It is necessary to give the following assump-
tion.

Assumption: The Not-set of each set of parameters is a
subset of E.

Proposition 2.4 ([7]): Let A,B be two sets of parameters,
then the following hold.

(1) ¬(¬A) = A.
(2) ¬(A

⋃
B) = ¬A⋃¬B.

(2) ¬(A
⋂
B) = ¬A⋂¬B.

Definition 2.5 ([7]): Let (F,A) be a soft set.
(1) (F,A) is called to be a null soft set denoted by Φ, if

F (a) = ∅ for each a ∈ A.
(2) (F,A) is called to be an absolute soft set denoted by

Ã, if F (a) = U for each a ∈ A.
Note that several assertions in relation to null soft sets and

absolute soft sets in [7] are incorrect, which may be due to
the notations of the related definitions in [7]. Ali et al. gave
the following definition.

Definition 2.6 ([2]): Let (F,A) be a soft set.
(1) (F,A) is called to be a relative null soft set (with respect

to the parameter set A) denoted by ΦA, if F (a) = ∅ for each
a ∈ A.

(2) (F,A) is called to be a relative whole soft set denoted
by UA, if F (a) = U for each a ∈ A.

Remark 2.7: Except for their notations, null soft set and
absolute soft set in the sense of [7] are equivalent to relative
null soft set and relative whole soft set in the sense of [2],
respectively.

(1) Indeed, the notation Φ of a null soft set will result in
some confusions, which results from that the set of parameters
for Φ is not clear. For example, let (F,A) and (G,B) be two
soft sets, where A �= B, F (a) = ∅ for each a ∈ A and
G(b) = ∅ for each b ∈ B. Then (F,A) �= (G,B) in the sense
of [7, Definition 2.4] because A �= B. However, both (F,A)
and (G,B) are null soft sets, and so (F,A) = Φ = (G,B).
This is a contradiction. So we only need to give a rational
notation for a null soft set.

(2) Different from notations of null soft set, the notation Ã
of an absolute soft set does not result in any confusion because
it is endowed the set A of parameters.

Remark 2.8: For the sake of conveniences, we use the
following notations in this paper for null soft set and absolute
soft set.

(1) If (F,A) is a null soft set, then we replace F by Φ. Thus
(Φ, A) denotes a null soft set with a set A of parameters, i.e.,
Φ(a) = ∅ for each a ∈ A.

(2) If (F,A) is an absolute soft set, then we replace F by
Ω, Thus (Ω, A) denotes an absolute soft set with a set A of
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parameters, i.e., Ω(a) = U for each a ∈ A.
Definition 2.9 ([7]): Let (F,A) and (G,B) be two soft

sets.
(1) The union (F,A)

⋃̃
(G,B) of (F,A) and (G,B) is

defined as a soft set (H,A
⋃
B), where for each e ∈ A

⋃
B

H(e) =

⎧⎨
⎩

F (e), if e ∈ A−B
G(e), if e ∈ B −A
F (e)

⋃
G(e), if e ∈ A

⋂
B

(2) If A
⋂
B �= ∅ and F (e) = G(e) for each e ∈ A

⋂
B,

then the intersection (F,A)
⋂̃

(G,B) of (F,A) and (G,B) is
defined as a soft set (H,A

⋂
B), where H(e) = F (e) for each

e ∈ A
⋂
B.

Remark 2.10: For the sake of conveniences,
⋃̃

and
⋂̃

in
this paper are replaced by

⋃
and

⋂
respectively, which does

not result in any confusion.
Generally, the condition “F (e) = G(e) for each e ∈ A

⋂
B”

can not be satisfied for two soft sets (F,A) and (G,B). So
Definition 2.9(2) is not sufficient for intersection operation
of two soft sets. In order to give preferable intersection
operations, Ali et al. gave the following definition.

Definition 2.11 ([2]): Let (F,A) and (G,B) be two soft
sets.

(1) The extended intersection (F,A)�(G,B) of (F,A) and
(G,B) is defined as a soft set (H,A

⋃
B), where for each

e ∈ A
⋃
B

H(e) =

⎧⎨
⎩

F (e), if e ∈ A−B
G(e), if e ∈ B −A
F (e)

⋂
G(e), if e ∈ A

⋂
B

(2) If A
⋂
B �= ∅, then the restricted intersection (F,A) ∩

(G,B) of (F,A) and (G,B) is defined as a soft set
(H,A

⋂
B), where H(e) = F (e)

⋂
G(e) for each e ∈ A

⋂
B.

Remark 2.12: Whenever soft sets (F,A) and (G,A). It is
clear that (F,A) ∩ (G,A) = (F,A) � (G,A).

Definition 2.13 ([7]): The complement (F,A)c of a soft set
(F,A) is defined as a soft set (F c,¬A), where F c(a) = U −
F (¬a) for each a ∈ ¬A.

Remark 2.14 ([7]): Let (F,A) be a soft set, then
((F,A)c)c = (F,A).

III. INVESTIGATIONS ON [7, PROPOSITION 2.3]
The following operational rules were given in [7, Definition

2.8] and [7, Proposition 2.3].
Rule 3.1: Let (F,A) be a soft set, then the following hold.
(1) (Ã)c = Φ.
(2) Φc = Ã.
(3) (F,A)

⋃
Φ = Φ.

(4) (F,A)
⋂

Φ = Φ.
(5) (F,A)

⋃
Ã = Ã.

(6) (F,A)
⋂
Ã = (F,A).

As stated in Remark 2.7, sets of parameters for null soft
sets in Rule 3.1(1),(2),(3),(4) are not clear. We investigate Rule
3.1 as follows, where each null soft set is endowed a set of
parameters.

Firstly, we investigate Rule 3.1(1),(2).
The following proposition gives correct forms for Rule

3.1(1),(2).

Proposition 3.2: Let A be a set of parameters, then the
following hold.

(1) (Ω, A)c = (Φ,¬A).
(2) (Φ, A)c = (Ω,¬A).

Proof: (1) For each a ∈ ¬A, ¬a ∈ A, and so Ωc(a) =
U −Ω(¬a) = U −U = ∅ = Φ(a). Consequently, (Ωc,¬A) =
(Φ,¬A). It follows that (Ω, A)c = (Ωc,¬A) = (Φ,¬A).

(2) By the above (1), (Φ,¬(¬A)) = (Ω,¬A)c. By Re-
mark 2.4 and Proposition 2.14, (Φ, A)c = (Φ,¬(¬A))c =
((Ω,¬A)c)c = (Ω,¬A).

Secondly, we investigate Rule 3.1(3).
Yang pointed out that Rule 3.1(3) is incorrect by an example

([12, Example]). In fact, operation results of (F,A)
⋃

(Φ, B)
are uncertain, which depends on (F,A). Here, we give a
sufficient-necessary condition such that Rule 3.1(3) holds.

Proposition 3.3: Let (F,A) be a soft set, then the following
are equivalent.

(1) (F,A)
⋃

(Φ, B) = (Φ, A
⋃
B).

(2) (F,A) = (Φ, A).
Proof: Put (F,A)

⋃
(Φ, B) = (H,A

⋃
B).

(1) =⇒ (2): Assume that (F,A)
⋃

(Φ, B) = (Φ, A
⋃
B).

Then (H,A
⋃
B) = (Φ, A

⋃
B). If a ∈ A−B, then F (a) =

H(a) = Φ(a) = ∅. If a ∈ A
⋂
B, then F (a) = F (a)

⋃ ∅ =
F (a)

⋃
Φ(a) = H(a) = Φ(a) = ∅. Consequently, F (a) = ∅

for each a ∈ A. It follows that (F,A) = (Φ, A).
(2) =⇒ (1): Assume that (F,A) = (Φ, A). Then F (a) =

Φ(a) = ∅ for each a ∈ A. Let e ∈ A
⋃
B.

H(e) =

⎧⎨
⎩

F (e), if e ∈ A−B
Φ(e), if e ∈ B −A
F (e)

⋃
Φ(e), if e ∈ A

⋂
B

=

⎧⎨
⎩

∅, if e ∈ A−B
∅, if e ∈ B −A
∅, if e ∈ A

⋂
B

.

So H(e) = Φ(e). Consequently, (H,A
⋃
B) = (Φ, A

⋃
B),

i.e., (F,A)
⋃

(Φ, B) = (Φ, A
⋃
B).

In addition, we have another possible result of
(F,A)

⋃
(Φ, B).

Proposition 3.4: Let (F,A) be a soft set, then the following
are equivalent.

(1) (F,A)
⋃

(Φ, B) = (F,A).
(2) A ⊃ B.

Proof: Put (F,A)
⋃

(Φ, B) = (H,A
⋃
B).

(1) =⇒ (2): Assume that (F,A)
⋃

(Φ, B) = (F,A). Then
(H,A

⋃
B) = (F,A). So A

⋃
B = A. It follows that A ⊃ B.

(2) =⇒ (1): Assume that A ⊃ B. Then (H,A
⋃
B) =

(H,A). Let a ∈ A.

H(a) =

{
F (a), if a ∈ A−B
F (a)

⋃
Φ(a), if a ∈ A

⋂
B

=

{
F (a), if a ∈ A−B
F (a), if a ∈ A

⋂
B

.

So H(a) = F (a). Consequently, (H,A) = (F,A), i.e.,
(F,A)

⋃
(Φ, B) = (F,A).

Thirdly, we investigate Rule 3.1(5).
Proposition 3.5: Let (F,A) be a soft set, then

(F,A)
⋃

(Ω, A) = (Ω, A).
Proof: Put (F,A)

⋃
(Ω, A) = (H,A

⋃
A) = (H,A).

For each a ∈ A, H(a) = F (a)
⋃

Ω(a) = F (a)
⋃
U =
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U = Ω(a). Consequently, (H,A) = (Ω, A). It follows that
(F,A)

⋃
(Ω, A) = (Ω, A).

Remark 3.6: Proposition 3.3 shows that Rule 3.1(5) is cor-
rect. So illustration for Rule 3.1(5) in [2, Example 2.6] is not
true. In [2, Example 2.6], indeed, (G,B) is an absolute soft set
and (F,A)

⋃
(G,B) �= (G,B). Unfortunately, (G,B) �= Ã.

Fourthly, we investigate Rule 3.1(4),(6).
Ali et al. deduced that the Rule 3.1(4),(6) are incorrect in

general ([2, Example 2.6]). For Rule 3.1(4),(6), we have the
following two propositions, which can be obtained immedi-
ately by Definition 2.9(2).

Proposition 3.7: Let (F,A) be a soft set, then the following
hold.

(1) (F,A)
⋂

(Φ, B) exists.
(2) F (α) = ∅ for each α ∈ A

⋂
B.

(3) (F,A)
⋂

(Φ, B) = (Φ, A
⋂
B).

Proposition 3.8: Let (F,A) be a soft set, then the following
are equivalent.

(1) (F,A)
⋂

(Ω, A) exists.
(2) (F,A) = (Ω, A).
(3) (F,A)

⋂
(Ω, A) = (Ω, A).

We give some operational rules for extended intersection
and restricted intersection of two soft sets, which are similar
to Rule 3.1(4),(6).

Proposition 3.9: Let (F,A) be a soft set, then the following
hold.

(1) (F,A) ∩ (Φ, B) = (Φ, A
⋂
B).

(2) (F,A) ∩ (Ω, A) = (F,A) � (Ω, A) = (F,A).
Proof: (1) Put (F,A) ∩ (Φ, B) = (H,A

⋂
B). For

each e ∈ A
⋂
B, H(e) = F (e)

⋂
Φ(e) = F (e)

⋂ ∅ = ∅.
So (H,A

⋂
B) = (Φ, A

⋂
B), i.e., (F,A) ∩ (Φ, B) =

(Φ, A
⋂
B).

(2) Put (F,A) ∩ (Ω, A) = (H,A
⋂
A) = (H,A). For

each e ∈ A, H(e) = F (e)
⋂

Ω(e) = F (e)
⋂
U = F (e).

So (H,A) = (F,A), i.e., (F,A) ∩ (Ω, A) = (F,A). Also,
by Remark 2.12, (F,A) � (Ω, A) = (F,A) ∩ (Ω, A). So
(F,A) � (Ω, A) = (F,A).

Proposition 3.10: Let (F,A) be a soft set, then the follow-
ing are equivalent.

(1) (F,A) � (Φ, B) = (Φ, A
⋃
B).

(2) F (a) = ∅ for each a ∈ A−B.
Proof: Put (F,A) � (Φ, B) = (H,A

⋃
B).

(1) =⇒ (2): Assume that (F,A) � (Φ, B) = (Φ, A
⋃
B).

Then (H,A
⋃
B) = (Φ, A

⋃
B). Let a ∈ A−B. Then F (a) =

H(a) = Φ(a) = ∅.
(2) =⇒ (1): Assume that F (a) = ∅ for each a ∈ A − B.

Let b ∈ A
⋃
B. If b ∈ A − B, then H(b) = F (b) = ∅. If

b ∈ B−A, then H(b) = Φ(b) = ∅. If b ∈ A
⋂
B, then H(b) =

F (b)
⋂

Φ(b) = F (b)
⋂ ∅ = ∅. Consequently, (H,A

⋃
B) =

(Φ, A
⋃
B). It follows that (F,A)� (Φ, B) = (Φ, A

⋃
B).

IV. INVESTIGATIONS ON [7, PROPOSITION 2.4]

The following is [7, Proposition 2.4].
Rule 4.1: Let (F,A) and (G,B) be two soft sets, then the

following hold.
(1) ((F,A)

⋃
(G,B))c = (F,A)c

⋃
(G,B)c.

(2) ((F,A)
⋂

(G,B))c = (F,A)c
⋂

(G,B)c.

Ali et al. illuminated incorrectness of Rule 4.1 ([2, Example
2.3]). We give some sufficient-necessary conditions such that
Rule 4.1(1) and Rule 4.1(2) holds respectively.

Proposition 4.2: Let (F,A) and (G,B) be two soft sets,
then the following are equivalent.

(1) ((F,A)
⋃

(G,B))c = (F,A)c
⋃

(G,B)c.
(2) A

⋂
B = ∅ or F (e) = G(e) for each e ∈ A

⋂
B.

Proof: Put (F,A)
⋃

(G,B) = (H,A
⋃
B).

Then ((F,A)
⋃

(G,B))c = (Hc, ¬A⋃¬B).
Put (F c,¬A)

⋃
(Gc,¬B)) = (I,¬A⋃¬B), then

(F,A)c
⋃

(G,B)c = (F c,¬A)
⋃

(Gc,¬B) = (I,¬A⋃¬B).
(1) =⇒ (2): Suppose that ((F,A)

⋃
(G,B))c =

(F,A)c
⋃

(G,B)c and A
⋂
B �= ∅. Then (Hc,¬A⋃¬B) =

(I,¬A⋃¬B).
Let e ∈ A

⋂
B, then ¬e ∈ ¬A⋂¬B, and so Hc(¬e) =

I(¬e). Note that Hc(¬e) = U−H(e) = U−(F (e)
⋃
G(e)) =

(U − F (e))
⋂

(U − G(e)) and I(¬e) = F c(¬e)⋃Gc(¬e) =
(U − F (e))

⋃
(U − G(e)). So (U − F (e))

⋂
(U − G(e)) =

(U − F (e))
⋃

(U −G(e)), and hence U − F (e) = U −G(e).
It follows that F (e) = G(e).

(2) =⇒ (1): If Hc(d) = I(d) for each d ∈ ¬A⋃¬B,
then (Hc,¬A⋃¬B) = (I,¬A⋃¬B). It follows that
((F,A)

⋃
(G,B))c = (F,A)c

⋃
(G,B)c. Thus, it suffices to

prove that Hc(d) = I(d) for each d ∈ ¬A⋃¬B if (2) holds.
Let d ∈ ¬A⋃¬B, then ¬d ∈ A

⋃
B.

Case 1: Assume that A
⋂
B = ∅.

Then ¬A⋂¬B = ∅.
Hc(d) = U −H(¬d)

=

{
U − F (¬d), if d ∈ ¬A
U −G(¬d), if d ∈ ¬B .

I(d) =

{
F c(d), if d ∈ ¬A
Gc(d), if d ∈ ¬B

=

{
U − F (¬d), if d ∈ ¬A
U −G(¬d), if d ∈ ¬B .

So Hc(d) = I(d).
Case 2: Assume that F (e) = G(e) for each e ∈ A

⋂
B.

Hc(d) = U −H(¬d)

=

⎧⎨
⎩

U − F (¬d), if ¬d ∈ A−B
U −G(¬d), if ¬d ∈ B −A
U − (F (¬d)⋃G(¬d)), if ¬d ∈ A

⋂
B

=

⎧⎨
⎩

U − F (¬d), if ¬d ∈ A−B
U −G(¬d), if ¬d ∈ B −A
U − F (¬d), if ¬d ∈ A

⋂
B

=

⎧⎨
⎩

U − F (¬d), if d ∈ ¬A− ¬B
U −G(¬d), if d ∈ ¬B − ¬A
U − F (¬d), if d ∈ ¬A⋂¬B

.

I(d) =

⎧⎨
⎩

F c(d), if d ∈ ¬A− ¬B
Gc(d), if d ∈ ¬B − ¬A
F c(d)

⋃
Gc(d), if d ∈ ¬A⋂¬B

=

⎧⎨
⎩

U − F (¬d), if d ∈ ¬A− ¬B
U −G(¬d), if d ∈ ¬B − ¬A
(U − F (¬d))⋃(U −G(¬d)), if d ∈ ¬A⋂¬B
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=

⎧⎨
⎩

U − F (¬d), if d ∈ ¬A− ¬B
U −G(¬d), if d ∈ ¬B − ¬A
U − F (¬d), if d ∈ ¬A⋂¬B

.

So Hc(d) = I(d).
Let (F,A) and (G,B) be two soft sets. It is clear that

(F,A)
⋂

(G,B) exists if and only if (F,A)
⋂

(G,B) =
(F,A)∩(G,B). So we replace the intersection by the restricted
intersection in investigations of Rule 4.1(2).

Proposition 4.3: Let (F,A) and (G,B) be two soft sets and
A
⋂
B �= ∅. Then the following are equivalent.

(1) ((F,A) ∩ (G,B))c = (F,A)c ∩ (G,B)c.
(2) F (e) = G(e) for each e ∈ A

⋂
B.

Proof: Put (F,A) ∩ (G,B) = (H,A
⋂
B). Then

((F,A) ∩ (G,B))c = (Hc,¬A ⋂¬B). Put (F c,¬A) ∩
(Gc,¬B)) = (I,¬A⋂¬B), then (F,A)c ∩ (G,B)c =
(F c,¬A) ∩ (Gc,¬B)) = (I,¬A⋂¬B).

(1) =⇒ (2): Assume that ((F,A) ∩ (G,B))c = (F,A)c ∩
(G,B)c. Let e ∈ A

⋂
B, then ¬e ∈ ¬A⋂¬B. By

assumption, (Hc,¬A⋂¬B) = (I,¬A⋂¬B), and so
Hc(¬e) = Ic(¬e). Note that Hc(¬e) = U − H(e) =
U−(F (e)

⋂
G(e)) = (U−F (e))

⋃
(U−G(e)) and Ic(¬e) =

F c(¬e)⋂Gc(¬e) = (U−F (e))
⋂

(U−G(e)). So U−F (e) =
U −G(e). It follows that F (e) = G(e).

(2) =⇒ (1): Assume that F (e) = G(e) for each
e ∈ A

⋂
B. Let d ∈ ¬A⋂¬B, then ¬d ∈ A

⋂
B,

and so F (¬d) = G(¬d). Note that Hc(d) = U −
H(¬d) = U − (F (¬d)⋂G(¬d)) = U − F (¬d)
and I(d) = F c(d)

⋂
Gc(d) = (U − F (¬d))⋂(U −

G(¬d)) = U − F (¬d). So Hc(d) = I(d). Conse-
quently, (Hc,¬A⋃¬B) = (I,¬A⋃¬B). It follows that
((F,A)

⋃
(G,B))c = (F,A)c

⋃
(G,B)c.

The following proposition investigates Rule 4.1(2) by the
extended intersection.

Proposition 4.4: Let (F,A) and (G,B) be two soft sets,
then the following are equivalent.

(1) ((F,A) � (G,B))c = (F,A)c � (G,B)c.
(2) A

⋂
B = ∅ or F (e) = G(e) for each e ∈ A

⋂
B.

Proof: Put (F,A) � (G,B) = (H,A
⋃
B). Then

((F,A)
⋃

(G,B))c = (Hc,¬A ⋃¬B). Put (F c,¬A) �
(Gc,¬B)) = (I,¬A⋃¬B), then (F,A)c � (G,B)c =
(F c,¬A) � (Gc,¬B)) = (I,¬A⋃¬B).

(1) =⇒ (2): Assume that ((F,A) � (G,B))c = (F,A)c �
(G,B)c and A

⋂
B �= ∅. Let e ∈ A

⋂
B, then ¬e ∈

¬A⋂¬B. By assumption, (Hc,¬A⋃ ¬B) = (I,¬A⋃¬B),
and so Hc(¬e) = Ic(¬e). Note that Hc(¬e) = U −
H(e) = U − (F (e)

⋂
G(e)) = (U − F (e))

⋃
(U −G(e)) and

Ic(¬e) = F c(¬e)⋂Gc(¬e) = (U − F (e))
⋂

(U −G(e)). So
U − F (e) = U −G(e). It follows that F (e) = G(e).

(2) =⇒ (1): The proof is similar to that of (2) =⇒ (1) in
Proposition 4.2 and we omit it.
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