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Investigating the Efficiency of Stratified Double
Median Ranked Set Sample for Estimating the
Population Mean

Mahmoud I. Syam

Abstract—Stratified double median ranked set sampling
(SDMRSS) method is suggested for estimating the population mean.
The SDMRSS is compared with the simple random sampling (SRS),
stratified simple random sampling (SSRS), and stratified ranked set
sampling (SRSS). It is shown that SDMRSS estimator is an unbiased
of the population mean and more efficient than SRS, SSRS, and
SRSS. Also, by SDMRSS, we can increase the efficiency of mean
estimator for specific value of the sample size. SDMRSS is applied
on real life examples, and the results of the example agreed the
theoretical results.
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1. INTRODUCTION

URING the last years, the ranked set sampling method

which was proposed by Mclntyre [6] to estimate mean
pasture yields was developed and modified by many authors to
estimate the mean of the population. Takahasi and Wakimoto
[10] have established an accurate mathematical theory of
ranked set sampling and they get the same results. Dell and
Clutter [4] showed that the mean of the RSS is an unbiased
estimator of the population mean, whatever or not there are
errors in ranking. Samawi [9] introduced the stratified ranked
set sample method for estimating the population mean.
Muttlak [7] suggested using median ranked set sampling
(MRSS) to estimate the population mean. Al-Saleh and Al-
Kadiri [1] introduced double ranked set sampling for
estimating the population mean. Al-Saleh and Al-Omari [2]
suggested multistage ranked set sampling (MSRSS) that
increases the efficiency of estimating the population mean for
specific value of the sample size. Jemain and Al-Omari [5]
suggested multistage median ranked set sampling (MMRSS)
to estimate the population mean and they showed that the
efficiency of the mean estimator using MMRSS can be
increased for specific value of the sample size m by increasing
the number of stages. For more about RSS, see [3], [8].

In this paper, the SDMRSS is suggested to estimate the
population mean of symmetric and asymmetric distributions.
The organization of this paper is as follows: In Section II,
SDMRSS is presented. Estimation of the population mean is
given in Section III. A simulation study is considered in
Section IV. A real life example using SDMRSS is discussed in
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Section V. Finally, conclusions on the suggested estimator are
introduced in Section VI.

II. SDMRSS

In stratified sampling, the population of N units is first

divided into L subpopulations of N ,N,,---,N  units,

L
respectively. These subpopulations are no overlapping and
together they comprise the whole population, so that
N, +N,+:-+N_ =N. The subpopulations are called

strata. To obtain the full benefit from stratification, the values
of the N, (h=12,...,L) must be known. When the strata

have been determined, a sample is drawn from each, and the
drawings are made in different strata. The sample sizes within
the strata are denoted by n ,n,,---,n_, respectively. The

appropriate allocation of samples to different strata is very
important in stratified sampling. In this article, the type of
allocation method is proportional to the stratum size. If a
simple random sample is taken in each stratum, the whole
procedure is described as SSRS.

The double median ranked set sampling (DMRSS) is
described as:

3
1) Identify N" clements from the target population and

divide these elements randomly into n sets each of size

2
N” elements.

2

L n-
2) If the sample size is even, select from the first > sets the
2

n n
(EJ th smallest rank, and from the second By sets the

n
(?Lljth smallest rank. If the sample size is odd, select

n+1
from all sets the ETJth smallest rank which means the

median of the sample. This step yields n sets of size n.
3) Apply the MRSS procedure again on the sets obtained
from step (2) to obtain a DMRSS of size n.
4) The cycle can be repeated m times if needed to get a
sample of size nm units.
5) If the DMRSS is used in each stratum, the whole
procedure is described as SDMRSS.
To illustrate the method, let us consider the following
example, which combines an even and an odd sample size in
two strata.
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Example 1: Consider a population with two strata L =2
(h=1,2) and in the first stratum there are 27 elements divided

into 3 sets, 9 elements in each set, and in the second stratum
there are 64 elements divided into 3 sets, 16 elements in each
set, as the following:

Stratum (1): Assume the 27 elements are

XD xd

1 >7M2

1 2)
”-,X() X ¢

33271

2) 2 3
Xl(z ’”,’X() X()

3) 3)
33 5 M1 ’XIZ ,"‘,X33

After ranking the elements in each set, the following sets
are obtained

Q) ) O] (2) 2) (2)
x(ll) x(12) X(13) X(“) X(12) X(13)

) Q) ) (2) (2) 2)
X(21) X(22) X(23) X(Zl) X(22) X(23)
Q) ) M (2) 2) (2)
X(31) X(32) X(33) X(3l) X(32) X(33)

and

(3) (3) (3)
X(ll) X(12) X(13)
(3) (3) (3)
X(Zl) X(22) x(23)

3) (3) (3)
X (€2)) X (32) X (33)
Apply MRSS on each of the 9 elements to get 3 sets as:
. O] (O] (O)
Set (1): X 15y X 22y X (32
. 2) (2) (2)
Set (2): X 15y X 22y X (32,
. (3) (3) (3)
Set 3): Xig)» X225 X 32

Elements of the double median ranked set sample in the
first stratum are

XD %@ %G

(22)> 71(22)° 71 (22)
Stratum (2): Assume the 64 elements are

YW y®

IFEERSPIE
3) 3 3 @& & (4)
Yirs Y ,---,Y44 »Yii s Vi a"':Y44

D v(2) v 2)
---,Y( Yl(l =Y1(z oY

44 > 44

After ranking the elements in each set, the following sets
are obtained

i Y Y YR [YE Y Y Y]
Ya Y Y Y| YE VS YR Y
Ya Y VS Y| |G VS Y v
Y Y& s YIS Y& Y8 v
(Y® yo yO Y“’_’Y(“) Y@y oy @]

(11) (12) (13) (14) (11) (12) (13) (14)
Y(3) Y(3) Y(3) Y(3) Y(4) Y(4) Y(4) Y(4)

21 (22) (23) (24) (21) (22) (23) (24)
[ORRVIC) [ORRVIE) @ v @ y@
Yoo Yao Yan Yoo | [Yon Yo Yon Yo
[ORIRVIE) [©) G) 4 v “) ©)
Yan Ya Yay Yeol [Yan Yay Yay Yo |
5

Apply MRSS on each of the 16 elements to get four sets as:

RVIORVIURAVIORAVAL)
Set (1): Y12)5 Y 22)5 Y32)5 Y a2

YA vy©@) v(2) v(©2)
Set 2): Y125 Y (22y5 Yay» Y i)

YO YO vy yO
Set 3): Y(13)> Y235 Y 33)5 Y (43)

VIO RVIORVIORYAC)
Set (4): Y(m ,Ym) ,Ym) ,Y( 43

Elements of the double median ranked set sample in the
second stratum areY((zlz)),Y((222)),Y((333)),Y((3§)). Therefore, the
SDMRSS units are,

(0] (2) (3) M 2 y3 v#
x(22) > X(22) > X(22) Y(22) ’Y(22) ’Y(33) ’Y(33)
III. ESTIMATION OF THE POPULATION MEAN

Assume that the variable of interest X has density f(x) and
cumulative distribution function F(x), with mean # and

X, X,,os X, be iid. f(x). Let

n
X, 1s Xyseeos X3 X Xoyaeos X iee s X X oo s Xo

be n independent simple random samples each of size n. Let

variance o2. Let

X i) > X i(2m)s e X i(nin) be the order statistics of the it
sample Xits Xigsees Xips i=12,..,n. Therefore
Xiimy» Xicany»+++» Xi(nny 18 the measured ranked set sample.

The notation for the DMRSS will be used by replacing the
X X

sets of ordered statistics X i2m)o s Nigny »

i(n)»
i=1,2,...,n which are obtained from an i.i.d. sample
Xits Kigsees Xiy» 1 =1,2,...,n. If the sample size n is even,

the  ordered  statistics  will  be  replaced by

* % % . .
Xl noy2tt a2 ot Xn ni2 o and if the
Qm 2GMm e m

sample size n is odd, the ordered statistics will be replaced by

* * * * *
n+l o0t n+l o n+l 0 n+lon+l 2 n+loon+l 0

1(——n —1(——n —(—n —+l(——n

( B ) > ( 2 ) B ( B ) B ( B )

X
al

which are independent but not identically distributed random

variables, where X _* is the median of the i sample.
I

n+l
—n
2

The notation for the SDMRSS will be by replacing the sets

of ordered statistics Xy s Xpicanys-+s Xnignym,) -

i=1,2,...,n and h=12,...,n. If the sample size N is

even, the ordered statistics will be replaced by
* * * *
n, 00 n, N 4 n, n,+2 00 n,+2 >
h1(—n, h=(—"n h=41(—"Zip, hny, (=
( 2 h) B ( 2 h) B +1( 2 h) I ( B h)

and if the sample size N, is odd, the ordered statistics will be

replaced by
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* X* *
n 1 LA n,+1 n,+1 ’ n,+1 n,+1 ’
hi(—= "+ n,) h—h™= nt I(th) hi(i ny)
2 2
* *
n +1 n,+1 LR n,+1
=) hny (=)

which are independent but not identically distributed random

variables, where X" is the median of the i"" sample in

np+1
——n
(2 h)

hth stratum.
In the case of SDMRSS, when N, is even, the estimator of

the population mean is defined as

L
— —
X spMRss1 = ZWh - X DMRSS 1h

h=1

Mh
L 1 2 Ny
=YW, — ' + X" )
h 2
; n, .Zl: hi(™n, ) iznzn:“ hi(" 2,
2

In the case of SDMRSS, when N, is odd, the estimator of

the population mean is defined as

L

—_— —

X spMRss2 = th - X DMRSS 2h
h=1

Nh

— Y X" 2
iZ:l: hi(”“%'1 @

ny,)

Sw
h=1

where W, = h N n is the stratum size and N is the total

population size.

The variance of SDMRSSI1 (when N is even) is given by

“h

2 n,

= o

h i=1

—F L
Var (X somrss ) Z
h=1

hl(* ny)
3)

The variance of SDMRSS2 (when N, is odd) is given by

Var (Y;DMRSS 2) =

L
2| 207 @
h P

Property 1. Xspwmrss is an unbiased estimator of a
symmetric population mean.
Proof. Two cases are considered:

First: If the sample sizes in the strata N, , h=1,---,L are

even,

Ny
L 1 2 . ny, .
X soMmRrssi —ZW — ZX 0 T Z X .
h=1 nh i=1 hi(—":n,) ':"J hi(T:nh)
2

— L 2
E(XSDMRSSI )=E ZWh'nL ZZ:X* n ot Z X n,+2

hi(—n, hi
(2 h) i:%"ﬂ ( 2

My )

ZE(X Ny )+ Z E( nh+2 )

= him) o,

Z/l n, z /l nh+2

h=1 i=1 h(i) : nh

Since the distribution is symmetric about g, then
" N, +u n 2 =241, . Therefore,
h(7)
A L 1 Do
E(X SDMRSSI): ZWh-— Z,uhi
h=1 n, \ia
It was shown by Al-Saleh and Al-Kadiri [1] that

1 nh *
n(zﬂhi J, therefore (X SDMRSSI) (th ,uhj =
AE]

Second: If the sample sizes in the strata N, ,h=1--- L

are odd,

Ny
XX
o e

L
= ZWh ZE( nh+1 )
h=l1
Z/u (nh+l
i=1

- L 1
E(X SDMRSSZ)Z E th — ny+1
hot n, '

Nh)

)

Since the distribution is symmetric about the ¢, then mean

= median, which implies ,u* o+t =M o - Therefore,
h(=-)
2

"

Nh

E(Y;DMRSSZ)Z ZL:Wh Zﬂ [nhuj

h=1 i=1
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Property 2. If the distribution is symmetric about £, then
Var(f SDMRSS )< Var(f SRS )

Proof. Two cases are considered:

o)) = 3w, =

First: If the sample sizes in the strata N, ,N =1,---,L are
even, The variance of X spmgss is
M

— L th 2 Ny 5

Val’(XSDMR331): — o o
hz,:‘ n 27 3 ™2,
- h i=l L 2
2

Nevertheless, O'ﬁl* < O'ﬁ for each stratumh =1,2,---, L,

this implies

Var(Y;DMRSSI ) ZW : O'hI

ZW S O'h
=Var(X SSRS ) <Var(X SRS )

Second: The proof in case of odd sample sizes is similar.

IV. SIMULATION STUDY BASED ON SDMRSS

In this section, a simulation study is conducted to
investigate the performance of SDMRSS for estimating the
population mean. Symmetric and asymmetric distributions
have been considered for samples of sizes n=9,12,14,15,18

assuming that the population is partitioned into two or three
strata and proportional allocation is considered. The
simulation was performed for the SRSS, SSRS, and SRS data
sets from different distributions symmetric and asymmetric.
The symmetric distributions are uniform and normal, and the
asymmetric distributions are exponential, gamma and Weibull.
Using 100000 replications, estimates of the means, variances
and mean square errors were computed.

If the distribution is symmetric, then the efficiency of
SDMRSS relative to T is defined by

eff YSDMRSS,YT = — , ®)
( ) Var| X somrss

where T = SRS, SSRS SRSS.
While if the distribution is asymmetric, then the efficiency
of SDMRSS relative to T is defined by

eff (Y SDMRSS , Xt ): — , (6)
MSE(X spmrss

where T = SRS, SSRS SRSS.

The values of the relative efficiency found under different
distributional assumptions are provided in Tables I and II.

TABLE
THE RELATIVE EFFICIENCY FOR ESTIMATING THE POPULATION MEAN USING
SDERSS WITH RESPECT TO SRSS, SSRS AND SRS WITH SAMPLE SIZEN =9
ANDN =12
n=9:n1:4,n2:5 n=12:nl=5,n2:7
SRSS  SSRS SRS SRSS  SSRS SRS
Uniform (0,1) 24.9 29.0 29.3 38.2 394 40.8
Normal (0,1) 22.5 24.4 24.6 34.7 36.4 35.6
Exponential (1) 19.2 17.7 17.7 234 24.6 229
Gamma (1,2) 17.4 17.9 17.8 23.5 242 23.5
Weibull (1,2) 17.3 17.0 16.9 22.8 22.8 22.4

Distribution

TABLE IT
THE RELATIVE EFFICIENCY FOR ESTIMATING THE POPULATION MEAN USING
SDMRSS WITH RESPECT TO SRSS, SSRS AND SRS WITH SAMPLE SIZE N =14
AND N =18

n=14: n =8,n, =6, n=18:p =g.n, =10,
SRSS SSRS SRS SRSS SSRS SRS

Distribution

Uniform (0,1) 43.6 479 45.6 60.9 66.2 63.3
Normal (0,1) 39.5 41.8 38.8 453 49.0 49.3
Exponential (1) 21.9 232 21.6 22.6 21.4 21.9
Gamma (1,2) 233 229 22.3 22.5 22.3 224
Weibull (1,2) 21.2 21.4 21.2 23.7 229 29.8

From the tables, we can notice that greater efficiency is
attained using SDMRSS method as opposed to the other
contending methods that have been discussed to estimate the
population mean of the variable of interest.

When the performance of SDMRSS is compared to either
SRSS, SSRS, or SRS, it is found that SDMRSS is more
efficient, as shown by all the values of relative efficiency
which are greater than 1.

TABLEIII
THE VALUES OF BIAS OF SDERSS FOR DIFFERENT DISTRIBUTIONS AND
DIFFERENT NUMBERS OF STRATA

Exponential (1) Gamma (1,2) Weibull (1,2)
When N =9 and two strata n=4andn, =5
0.06 0.18 0.
When n =12 and two strata N, =5 and n,=7
0.03 0.19 0.3

When n =15 and three strata n=3n,= Sand n, = 7

0.01 0.08 0.00

When n =18 and three strata n=4.n, = 6 and n,=8.
0.03 0.10 0.02

When the performances of the suggested estimators are
compared, the efficiency of the suggested estimator is found to
be more superior when the underlying distributions are
symmetric as compared to asymmetric.

The relative efficiency of SDMRSS estimator with respect
to those estimators based on SRS, SSRS and SRSS are
increasing as the sample size increases.
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V. REAL LIFE EXAMPLE USING SDMRSS

The marks of 787 students from scientific majors in
Foundation Program at Qatar University during academic
semester Fall 2011 are collected as a population to calculate
the mean and variance of them, then to choose 100,000
samples using each of SDMRSS, simple random sample,
stratified ranked set sample and stratified simple random
sample methods with sample size n =7,12,14 using Matlab
7. The mean and variance are obtained for each method and
compared to evaluate the performance of SDMRSS to
estimate the population mean for real data. Stratification is
done according to the gender (males and females) and
proportional allocation is considered.

Let X,;, i=12,---,531 be the mark of i"" female student
in the population.
Let X,;, j=12,---,256 be the mark of j™ male student
in the population

The mean x and the variance o of the population, the
. 2 .
mean 4/, and the variance O, of the female population and

. 2 .
the mean (4, and the variance O, of the male population
respectively are

1 787
y:ﬁ;xi =61.98 and
ol =L ¥ (x, — 1)’ =1060.86
787 5
1 531

=— ) x, =65.08and
531§ '
5 1 531( )2
ol =—> (X, — ) =1025.85
1T 53 £\ H

Hy

1 256
=—— ) X, =55.55and
Hy 256 ; i

1 256
c2=—>S(x. — u) =1076.29
2 =556 i:l( i /U)

Skewness and median of 787 students are -0.64 and 71.00.
Skewness and median of 531 female students are -0.74 and
75.00. Skewness and median of 256 male students are -0.48
and 65.00.

Since skewness for all students, female students and male
students are -0.64, -0.74, -0.48, then the marks are
asymmetrically distributed, which means that SDMRSS
estimator is biased and hence the mean square error of the
estimators will be calculated. The efficiency of SSRS, SRSS
and SDMRSS with respect to SRS is computed and
summarized in Table I'V.

TABLE IV
THE EFFICIENCY SSRS, SRSS AND SDMRSS RELATIVE TO SRS
n=7 n=12 n=14
Sampling n=4 n=5 n=8
Method ! ! !
n,=3 n,=7 n,=6
Mean 61.7 61.7 61.5
SRS Variance 57.3 42.6 38.7
Mean 61.5 61.8 62.0
SSRS Variance 324 28.7 22.8
Efficiency 3.76 3.82 3.65
Mean 62.3 62.1 61.9
SRSS Variance 19.5 16.9 14.6
Efficiency 3.98 4.53 433
Mean 61.8 61.7 61.6
SDMRSS  Variance 13.4 11.04 10.8
Efficiency 4.81 4.97 4.88

From Table IV, the following are noticed:

1. The values of estimated mean using SDMRSS is very
close to the population mean.

2. The small differences between the population mean and
the estimated mean happened because the marks are
asymmetrically distributed bout its mean.

3. The variance of SDMRSS estimator is less than the
variances in case of SRS, SSRS and SRSS.

4. The efficiency values using SDMRSS are greater than
those obtained using SRS, SSRS and SRSS.

5. Results in this real life example agrees with the theoretical
results.

VI. CONCLUSIONS

In this paper, we have suggested an estimator of the
population mean using SDMRSS. The performance of the
estimator based on SDMRSS is compared with those found
using SRSS, SSRS and SRS for the same number of measured
units. It is found that SDMRSS produces an unbiased
estimator of the population mean and more efficient than
SRSS, SSRS and SRS. Thus, SDMRSS should be more
preferred than SRSS, SSRS and SRS for both symmetric and
asymmetric distributions.
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